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Abstract:  In this modern era, people are working hard to meet their physical needs and non-effective their ability to spend time for themselves 

which leads to physical stress and mental disorder. Many reports state that stroke is caused when blood flow to a part of the brain is stopped 

abruptly. Without the blood supply, the brain cells gradually die, and disability occurs depending on the area of the brain affected. According to 

the World Health Organization (WHO), stroke is the greatest cause of death and disability globally. Early recognition of the various warning signs 

of a stroke can help reduce the severity of the stroke. In this research work, with the aid of machine learning (ML), several algorithms has been 

used and evaluated for the long term risk prediction of stroke occurrence. We have collected datasets to analyze data and mining using 8 algorithms 

of machine learning to predict whether the patient suffers from stroke or not. This paper used a dataset retrieved from kaggle repository, which 

consists of 12 attributes (Features). This work is implemented using K-Nearest Neighbors (KNN), Naïve Bayes (NB), Logistic Regression (LR), 

Support Vector Machine (SVM), Random Forest (RF), Decision Tree (TD), Neural Network (NN) and eXtreme Gradient Boosting (XGB) 

algorithms. Results showed eXtreme Gradient Boosting (XGB) gave the best result with an accuracy of up to 95.14%. 
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I. INTRODUCTION 

According to the World Stroke Organization[1] , 13 million 

people get a stroke each year, and approximately 5.5 million 

people will die as a result. It is the leading cause of death and 

disability worldwide, and that is why its imprint is serious in 

all aspects of life. 

Stroke not only affects the patient but also affects the patient’s 

social environment, family and workplace. In addition, 

contrary to popular belief, it can happen to anyone, at any age, 

regardless of gender or physical condition[2] . it is now 

possible to anticipate the onset of a stroke by utilizing ML 

techniques. the algorithms included in ML are beneficial as 

they allow for accurate prediction and proper analysis. 

the majority of previous stroke-related research has focused 

on, among other things, the prediction of heart attacks. Brain 

stroke has been the subject of very few studies. The main 

motivation of this paper is to demonstrate how ML may be 

used to forecast the onset of a brain stroke. 

the most important aspect of the methods employed and the 

findings achieved is that among the four distinct classification 

algorithms tested, eXtreme Gradient Boosting (XGB) fared 

the best, achieving a higher accuracy metric in comparison to 

the others.  the implementation of four ML classification 

methods is shown in this paper. 

Numerous academics have previously utilized machine 

learning to forecast strokes. [3] used data mining and a 

machine learning classifier to classify stroke disorders in 507 

individuals. they tested a variety of machine learning methods 

for training purposes, including Artificial Neural Network 

(ANN), and they found that the SGD algorithm provided the 

greatest value, 95 percent. [4, 5]  performed research to 

predict a stroke occurrence. They classified 50 risk variables 

for stroke, diabetes, cardiovascular disease, smoking, 

hyperlipidemia, and alcohol consumption in 807 healthy and 

unhealthy individuals. they used two of the most accurate 

methods: the c4.5 decision tree algorithm (95 percent 

accuracy) and the K-nearest neighbor algorithm (94 percent 

accuracy). [6]  conducted research to determine the 

predictability of a stroke patient death. they identified the 

stroke incidence using 15,099 individuals in their research. 

they detected strokes using a deep neural network method. the 

authors utilized PCA to extract information from the medical 

records and predict strokes. they have 83 percent area under 

the curve (AUC). [7] [conducted research using artificial 

intelligence to predict strokes. they employed a new 

technique for predicting stroke in their research using the 
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cardiovascular health study (CHS) dataset. Additionally, they 

used the decision tree method to do a feature extraction 

followed by a principal component analysis. In this case, the 

model was built using a neural network classification method, 

and it achieved 97 percent accuracy. [8]conducted research to 

determine the accuracy of an automated early ischemic stroke 

detection. The major objective of their research was to create 

a method for automating primary ischemic stroke using 

Convolutional Neural Network (CNN). they amassed 256 

pictures for the purpose of training and testing the CNN 

model. they utilized the data lengthening technique to 

increase the gathered picture in their system’s image 

preparation. their CNN technique achieved a 90 percent 

accuracy rate. [9]  conducted research to establish a stroke 

severity index. they gathered data on 3577 patients who had 

an acute ischemic stroke. they utilized a variety of data 

mining methods, including linear regression, to create their 

predictive models. their ability to predict outperformed the k-

nearest neighbor method (95% confidence interval). [10] 

used machine learning to predict the functional prognosis of 

an ischemic stroke. they tested this method on a patient who 

died three months after admission. they obtained an AUC 

value of greater than 90. [11] conducted research to determine 

the risk of stroke the authors of the research analyzed the data 

to predict strokes using Naive Bayes, decision trees, and 

neural networks. they assessed their pointer’s accuracy and 

AUC in their research. they categorized all of these 

algorithms as decision trees, with naive Bayes providing the 

most accurate results. [12]  

conducted research to determine the classification of an 

ischemic stroke. they categorized ischemic strokes using two 

models: the k-nearest neighbor method and the decision tree 

technique. In their study, the decision tree method was found 

to be more useful by medical experts when used to categorize 

strokes. The majority of studies had an accuracy rate of 

around 90%, which was considered to be quite good. 

However, the novelty of our research is that we used several 

well-known machine learning methods to get the best result. 

eXtreme Gradient Boosting (XGB), Random Forest (RF), 

Decision Tree (DT) and Naïve Bayes (NB) were the most 

successful algorithms, with 95.14, 90.72, 87.17, and 80.97 

percent F1-scores, respectively. the accuracy percent of the 

models used in this research is much greater than the accuracy 

percent of the models used in previous investigations, 

suggesting that the models used in this investigation are more 

trustworthy. they have been shown to be resilient in many 

model comparisons, and the scheme may be generated from 

the results of the study’s analysis. As mentioned earlier, the 

major contribution of this research is that we have used 

different machine learning models on a publicly available 

dataset. In the previous work, most of the researchers used a 

significant model to predict the stroke disease. However, we 

used four different models, and also, we compared the results 

with the previous work. All the results and comparisons are 

briefly discussed in the following section. The rest of this 

article is set out as follows: Materials and Methods are 

described in Section II; data set have been discussed in 

section III; the results and discussions are provided in Section 

IV and conclusions have been discussed in Section V. 

II. MATERIALS AND METHODS 

Several algorithms were utilized to predict Stroke among 

which K nearest Neighbors (KNN), Naive Bayes (NB), 

Decision Tree (TD), Neural Network (NN), Support Vector 

Machine (SVM), Logistic Regression (LR), , Random Forest 

(RF)and eXtreme Gradient Boosting(XGB). These 

algorithms are applied to a stroke dataset taken from the 

kaggle repository including 5110 samples (patients records). 

The dataset includes Stroke features. To enhance the 

performance of the algorithms, these features are analyzed, 

and the features' importance scores, Accuracy, Sensitivity, 

and Specificity are considered. the designed system’s block 

diagram is shown in Figure 1.  

All the components of the block diagram have been discussed 

in the following subsections. 

 

 
Figure 1: Proposed system’s block diagra 

A. K-nearest neighbour classifier (KNN) 

 

The k-nearest neighbours (KNN) algorithm is a simple, 

supervised machine learning algorithm that can be used to 

solve both classification and regression problems. It's easy to 

implement and understand but has a major drawback of 

becoming significantly slows as the size of that data in use 

grows[13]. KNN calculations use the data and characterize 

new data points dependent on resemblance measures (e.g., 

distance function). The KNN calculation accepts that 

comparative things are close to one another. In KNN, 
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neighbours. The data point goes to the class that has the most 

intimate neighbours. As we increment the number of nearest 

neighbours, the estimation of k and accuracy may increment.  

 

B. Naïve Bayes classifier 

 

The next algorithm is known as Naïve Bayes. it's also a 

supervised learning classification model, which classifies the 

info by computing the probability of independent variables. 

After calculating the probability of every class, the high 

probability class does assign for the entire 

transaction[14].and medical data mining[15]. It works by 

using the values for independent variables and predicting a 

predefined class for every record. 

 

C. Decision Tree classifier 

 

The decision tree algorithm has a tree structure. It divides the 

dataset into smaller subsets. a choice node has two or more 

branches. A resolution may be a target node. the basis node is 

the top node of the choice tree. This algorithm uses entropy 

and knowledge gain. Entropy is employed to calculate the 

homogeneity of a sample. Building a choice tree is about 

finding the attributes that give the biggest information gain. 

Finally, select the attribute with the very best information 

gain as the decision node and the zero universe branch as the 

end node[16]. 

 

D. Neural Network classifier 

 

The neural network is an iterative process. It uses nonlinear 

data. The most goal is to reduce the difference between the 

actual production and the cost of the forecast production. A 

random weight is assigned to each of the entries. Then the 

corresponding performance is calculated and compared with 

the specified performance. The difference between them 

gives an error this algorithm minimizes the error with 

successive iterations by adjusting the input parameters. The 

advantages of neural network include adaptive learning, fault 

tolerance etc. Several Neural Network methodologies have 

been developed like the classification methodology called an 

artificial neural network, which may be a combination of a 

forward and backward propagation algorithm for predicting 

Stroke[17]. Many world problems can be solved using this 

methodology. 

 

E. Support Vector Machine classifier (SVM) 

 

Support Vector Machine (SVM) is one of the supervised 

learning methods, that can be widely used in statistical 

classification and regression analysis. SVM belongs to 

generalized linear classifiers, which are characterized by their 

ability to minimize empirical error and maximize geometric 

edge region at the same time. Therefore, another name for 

SVM is the maximum edge region classifier[18]. 

 

F. Logistic Regression classifier 

 

Logistic regression is another kind of classification model, 

which learn and predict the parameters in the given dataset 

using regression analysis[19]. The learning and prediction 

processes are based on measuring the probability of binary 

classification. The logistic regression model requires class 

variables that should be binary classified. Likewise, in this 

dataset the target column has two types of binary numbers, 

"0" for the patient who has no chances of Stroke, and "1" for 

the patients who have been predicted as Stroke patients. On 

the other side, the independent variables can be binary 

classified, nominal, or polynomial types. 

 

G. Random forest classifier 

 

The random forest is the next model chosen and implemented 

in this study. Since this model belongs to the classification 

family, it is also known as the teacher training algorithm. In 

the training phase, this model first generates a few random 

trees called a forest[20]. for example, if the dataset contains 

an "x" number of attributes, first select some features, 

randomly named "y". Using all possibilities; (ie "and"), create 

nodes using the simpler rift method. Also, the algorithm will 

work to create the entire forest by repeating the steps above. 

Then, in the forecasting process, the algorithm tries to shuffle 

the trees using the estimated result and the voting procedure. 

the goal of combining random trees by voting in the forest is 

to eliminate the use of the highest predicted tree, which can 

improve the accuracy of forecasts for future data. 

 

H. eXtreme Gradient Boosting(XGB) 

 

eXtreme  Gradient  Boosting  (XGBoost) is  a  scalable  and  

improved version of the gradient boosting algorithm 

(terminology alert) designed for efficacy, computational 

speed and model performance. It is an open-source library 

and a part of the Distributed Machine Learning Community. 

XGBoost is a perfect blend of software and hardware 

capabilities designed to enhance existing boosting techniques 

with accuracy in the  shortest amount of time.[21] 
 

III. DATASET DESCRIPTION 

The dataset used in this research paper was collected from the 
UCI platform. This dataset contains a set of features associated 
with stroke-like age, type of work, type of residence, history 
of high blood pressure and heart disease, body mass index 
(BMI) and of course each has its own data type. 

In this dataset, there are more than 5,000 records of people, 
some of whom are infected and some of them are healthy. 

The data set was analyzed using the Python language to obtain 
a greater understanding of the existing data, as it turned out 
that it needs a set of processing operations in order to become 
more balanced and give highly reliable results. 

Table  1: Description of Features 

Data # Feature Description 

1 ID unique identifier 

2 gender 
"Male", "Female" or 

"Other" 

3 age age of the patient 

4 hypertension 

0 if the patient doesn't 

have hypertension, 1 if 

the patient has 

hypertension 

5 heart_disease 
0 if the patient doesn't 

have any heart diseases, 
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1 if the patient has a 

heart disease 

6 ever_married "No" or "Yes" 

7 work_type 

"children", "Govt_jov", 

"Never_worked", 

"Private" or "Self-

employed" 

8 residence_type "Rural" or "Urban" 

9 avg_glucose_level 
average glucose level in 

blood 

10 BMI body mass index 

11 smoking_status 

"formerly smoked", 

"never smoked", 

"smokes" or 

"Unknown"* 

12 stroke 
1 if the patient had a 

stroke or 0 if not 
 

IV. RESULTS AND DISCUSSIONS 

In this research, a set of techniques were used to obtain the 

best performance of the previously mentioned models to 

reach the best model. Where the data set was loaded and then 

a set of operations were performed to analyze and process the 

data, and as a result of these operations the ID feature was 

deleted as it has no effect as a serial number, and the empty 

data were also processed, and after the analysis and 

processing process it became clear that the data set 

Unbalanced and therefore will not give the desired results, 

and to address the imbalance of the data set, the SOMTE 

algorithm was used, which balances the data set, after that the 

data set was separated into the training set and the test set, and 

the SMOTE algorithm was applied to each set separately, and 

after applying the prediction algorithms, the results shown in 

the following table: 
 

Table  2: Results of used algorithms 

Model Name 
Accuracy 

% 

Sensitivity 

% 

Specificity 

% 

K-nearest neighbour 

classifier (KNN) 
70.00 59.59 80.41 

Naïve Bayes 80.97 90.55 71.38 

Decision Tree 87.17 78.41 95.93 

Neural Network 76.38 74.28 78.48 

Support Vector 

Machine (SVM) 
58.62 24.69 92.55 

Logistic Regression 79.62 84.69 74.55 

Random Forest 90.72 82.07 99.38 

eXtreme Gradient 

Boosting(XGB) 
95.14 90.34 98.48 

 

Moreover, the following figure shows the results of the 

algorithms used in terms of accuracy, sensitivity, and 

specificity. 

 
Figure  2: Showing the Accuracy, Sensitivity and Specificity of 

each model 

It is clear from the previous table that the eXtreme Gradient 

Boosting (XGB) algorithm achieved the best accuracy with a 

rate of 95.14%, followed by the Random Forest algorithm 

with an accuracy rate of 91.48%, and then came the Decision 

Tree algorithm with an accuracy rate of 88.55%. 

 

According to Tables 3, 4 and 5, age is important feature in 

stroke detection and prediction. In addition to gender and 

residence_type.  
 

Table  3: Shows Important Features for xgbModel  

xgbModel 

Feature importance 

age 0.07068 

smoking_status 0.05324 

gender 0.04013 

avg_glucose_level 0.03275 

Residence_type 0.03002 

work_type 0.02559 

bmi 0.02495 

hypertension 0.01369 

heart_disease 0.0102 

ever_married 0.00583 

 

 
Figure  3:Imprtant Features for xgbModel 
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Table  4: Shows Important Features for Random Forest Model 

Random Forest Model 

Feature importance 

age 0.08722 

Residence_type 0.06271 

gender 0.05957 

hypertension 0.05119 

work_type 0.03709 

avg_glucose_level 0.03111 

bmi 0.01991 

smoking_status 0.01955 

ever_married 0.01829 

heart_disease 0.01478 

 

 
Figure  4:Imprtant Features for Random Forest Model 

Table  5:Shows Imprtant Features for Decision Tree Model 

Decision Tree Model 

Feature Importance 

Age 0.22298 

Residence_type 0.12718 

Gender 0.08493 

work_type 0.07986 

avg_glucose_level 0.06834 

smoking_status 0.06775 

Hypertension 0.04855 

ever_married 0.0414 

Bmi 0.03093 

heart_disease 0.00607 

 

 
Figure  5: Important Features for Decision Tree Model 

Table 6 shows the four main features based on feature 

importance and correlation value for the three best algorithms: 
 

Table  6:Shows Feature ranking for Stroke 

# 

Best Algorithms 

eXtreme Gradient 
Boosting(XGB) 

Random Forest Decision Tree 

1ST age age Age 

2nd smoking_status Residence_type Residence_type 

3rd gender gender Gender 

4th avg_glucose_level hypertension work_type 

V. CONCLUSION  

Machine learning techniques help to reduce the effort and 

time for medical officers to conduct early predictions for 

healthcare management purposes. Stroke is a life-threatening 

medical illness that should be treated as soon as possible to 

avoid further complications. As the number of deaths 

increases due to stroke, a machine learning technique system 

can help predict stroke accurately an effectively. This paper 

showed that applying machine learning techniques in making 

early predictions of stroke may have the potential to improve 

the healthcare management system. 

After comparing the algorithms that were used in the process 

of predicting stroke, Neural Network, Support Vector 

Machine and Logistic Regression seem to achieve the best 

performance score compared to other techniques. As a scope 

of future work, a hybrid of machine learning techniques with 

optimization algorithms with more data will be examined. 

This will help in increasing the accuracy. 
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