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Abstract: In this paper we present a new method for a problem called constraint Time minimizing Assignment problem. The proposed method uses the well-known Genetic algorithm.
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I. Introduction 

The time minimizing assignment problem (TMAP) is another important class of assignment problem. TMAP has been considered by many researchers like refer the reader to [1], [2], and [3], under the usual assumption that work in all the n jobs commence simultaneously. A generalized version of TMAP where n jobs are considered to be partitioned into p (<n) blocks with precedence constraints on the jobs and blocks. In one case, jobs in each block are performed in some sequential order but the various blocks can be commenced simultaneously, where as in other case the jobs within each block are commenced simultaneously but the p blocks are completed in a sequential order. These two generalizations, when either p=1 (or) p=n are equivalent to either the cost minimizing assignment problem (CMAP) or the TMAP, and thus solvable in polynomial time. However, when 1<p<n, the usual solution procedures are not applicable. Using the domination characters, developed algorithms that are more efficient then the known Branch-and-Bound algorithms for these TMAP under categorization. 

II. Problem
There are I={1,2,3,…..,m} set of m persons, J={1,2,3,…..,n} set of n jobs and K={1,2,3,….,p} set  of p(<n) facilities, T(i,j,k) is the time that ith person takes to complete the jth job using facility k is known. Out of the given n jobs only 
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[image: image3.wmf]i

m

jobs such that 
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(3) A job can not be assigned to more than one person 
(4) All the persons start working on the jobs simultaneously. (5) The cumulative times of the
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 jobs assigned to ith person is the complete time of the ith person. 
(6) A subset of jobs which are not be allotted to a person is given.

(7) There are p facilities and each person is restricted not to utilize the facilities more than a given number of times. 
(8) The Completion time of the 
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jobs is the maximum among m persons complete times.


The problem is to assign those 
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jobs to m persons with minimum total time with the above restrictions satisfies. 

III. Mathematical Formulation
The solution X(i, j, k),  i, j, k ϵ  I × J × K
X(i, j, k) = 1,     if the jth job is assigned to the ith person at 

                          kth facility
               = 0,    otherwise.

Then the problem can be stated as: 
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Subject to:
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CR (i, j) =1, if ith person can not be assigned the jth job;

=0, otherwise

If CR(i1,j1)=1, then X(i1,j1,k)=0 for k=1,2,3,…..,m


Where i={1,2,3,…..,m} ,j={1,2,3,…..,n} and k={1,2,3,……,p} respectively are the sets of persons, jobs and facilities  and  T(i,j,k) is the time that ith person takes to complete the jth job using facility k is known.    

X=X (i, j, k) is feasible Assignment if it satisfies all the above conditions.

The three dimensional problem converted into two dimensional problem and then applied Genetic algorithms. The definitions and algorithms are presented in the following.
IV. Definitions
Genetic Algorithm: The terminology of genetic algorithm is an odd mixture of Computer Science and Genetics. Genetic algorithms are search algorithms for finding optimal or near optima solutions. For an excellent introduction to genetic algorithms, we refer the reader to [5], [6] and [8].

Chromosomes: A structure in the nucleus containing a linear thread of DNA which transmits genetic information and associated with RNA and his tones. An individual’s genetic structure is described by bit strings as a list of 1’s and 0’s. These strings are called chromosomes.

Alleles: One of two or more alternative forms of a gene at corresponding site (loci) of homogeneous chromosomes which determine alternative characters in inheritance. Chromosomes strings containing bits are called alleles.

Genotype: The entire genetic construction of an individual, also, the alleles present at one or more specific loci.  The bit string associated with a given individual genotype. 
Generation: (i) The process of reproduction. (ii) A class composed of all individuals removed by the same number of successive ancestors from common predecessors.

Reproduction: The production of offspring by organized bodies, individuals from one generation are selected for next generation.

Crossover: The exchanging of material between homologous chromosomes during the first meiotic division resulting in new combination of genes. Genetic material from one individual is exchanged with genetic material of another individual.

Mutation: A permanent transmissible change in genetic material.

V. Solution of Assignment problem using Genetic Algorithm
Genetic algorithms (GA) are computerized search and optimization algorithms based on the mechanics of natural genetics and natural selection. They were first envisioned by John Holland and were subsequently developed by various researchers. Each potential solution is encoded in the form of a string and a population of strings is created which is further processed by three operators: Reproduction, Crossover and Mutation. Reproduction is a process in which individual strings are copied according to their fitness function. (Here the fitness function is taken to be the total cost function). Crossover is the process of swapping the content of two strings at some point(s) with a probability. Finally, Mutaiton is the process of flipping the value at a particular location in a string with a very low probability. 
1. The string is defined as Cij where i and j are row and column and C is cost.

2. Write Cij in bit string, a list of 1’s and 0’s

3. The selection of individual’s genotype depends on the largest value of cost and genotype is allowed two off springs and the smallest value of cost is not fit, put this right adjacent to highest value.

4. Put the remaining genotypes to right and left according to value of cost in decreasing order.
5. Three genetics operators are applied to produce the next generation solution (chromosome). These operators are selection/reproduction, crossover and mutation. 

6. Again take the genotype for next generation of second row of above return to step.

7. Put the remaining genotypes of third and fourth row for reproduction, after completion of all steps, choose the highest value of bits to make the circle Cij cost and draw vertical line of Jth column. Now take value of cost of remaining row.

VI. Computational Experience
The program was developed for the test problem, in this two cases were implemented. One in which inversion was used and another in which Inversion was not used. In both cases, the answer converged to the final optimum value. On an average, there was not much difference in the number of iterations required to reach the final value in both the cases. On an average, the time taken was 0.01 measured on a standard desktop with processor Intel Pentium 4, 2.40GHz. The population size at each generation was kept equal to 20.
VII. Conclusion

An experimental investigation into solving the Assignment model using Genetic Algorithm is presented. Various parameters affecting the algorithm are studied and their influence on convergence to the final optimum solution is shown.
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