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ABSTRACT:

In an E-learning environment, users have access to huge online documents of various learning materials, hence finding the suitable learning content becomes harder. In this research paper, author uses high level machine learning approach using R packages to propose a method namely probabilistic latent feature discovery approach and multi label content categorization in e-learning. Probabilistic latent feature discovery model is a generative model for multi label e-learning content categorization, which has significant, effects of both accuracy and efficiency. Latent Dirichlet Allocation (LDA) is an effective probabilistic approach to develop a topic models depends on a formal generative model of a document, viable and efficient algorithm in e-learning text modeling. Authors propose a generative LDA-based model within the information retrieval approach, and estimate it on an e-learning environment, training the learning documents via Gibbs sampling. The predictive distribution LDA fit model is used to predict new words. The experimental results on e-learning, multi label content categorization demonstrate the accuracy and effectiveness of the proposed research approach. 
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1.INTRODUCTION

The increasing popularity and usefulness of e-learning approach has created the requirement for the personalized learning content search model which can be used to optimize the useful learning system for the learner. The learning content search model is a type of information filtering used to identify the group of topics from the learning documents that are relevant to the learner. The multi label content categorization model provides facility to learners about the learning content they might desire to examine. E-Learning is an innovative way which complements the traditional learning system. It enable people to learn new technologies at anytime and anywhere. It includes educational training, the delivery of information and guidance from the facilitator.  An information retrieval system is an application that stores and manages information on text documents. The objective of information retrieval approach  is to give users with those documents that will convince their information need.
A balancing method of finding a suitable text document over the web is text keyword search. This is an influential approach, but it is also limited. Forming queries for finding new user learning document can be complicated as  learner may not know what to look for; search is mainly based on learning text content, and search is only good for directed searching, while many researchers would also like a “feed” of new and interesting document [1].
There are several learners, learning text documents available in the recent electronic structure. Such documents represent a considerable amount of text data that is easily accessible. Finding correct text document value in this large collection needs association, much of the recent work of categorizing the text documents can be mainly automated through various machine learning algorithms using supervised and unsupervised data mining approach.
The accuracy and performance of such systems very much influence their usefulness [2]. With the existing machine learning algorithms, a number of new and innovative methods are involved in the computerization of text content classification in a supervised learning environment [3]. The task of mining approach is to dynamically classify documents into predefined multi label classes based on their content. Many advanced computational algorithms have been designed to deal with automatic text document supervised learning approach based classification [4]. The most common modern computational intelligence techniques used for this purpose include Association Rule Mining, Implementation of Naïve Bayes Classifier, Genetic Algorithm, and Decision Tree.
Mining of text document means the application of machine learning algorithms to collections of documents consisting of words and sentences. The text mining approach includes standard classifier learning, clustering, and pattern recognition. Supervised classifiers for text documents are very useful for many applications. Major uses for document classifiers include email spam detection and personalization of articles. Most classifiers for documents are designed to categorize according to learners subject matter. In many recent applications of multi class classification, a single document can fit into more than one group, so it is correct to predict text more than one class label. This task is explicitly called multi label text document categorization. 

In the recent past, generative approach based topic model has become more popular in some text document related tasks. Topic Model supposes documents and huge text corpus composed of various topics and then the documents can be thought of bag of collection of topics. Probabilistic Topic models can solve the problem successfully about text terms dependency.
The topic is viewed as Probability distribution which implies semantic coherence about words. For example, a topic related to fruit would have high probabilities of the words “orange”, “apple”, and even “juicy”. Wallach [5] demonstrated the “bag of topics” to best in performance to “bag of words” in unigram and bigram schemas.
There are several topic modeling research in the past ,such as Latent Semantic Analysis [6] and the  Probabilistic Latent Semantic Indexing (PLSI)[7]. Two of the most popular topic modeling algorithms are Probabilistic Latent Semantic Analysis (PLSA) [8] and Latent Dirichlet Allocation(LDA) [9]. Both methods are related to generative models where each document is a mixture over a rigid set of essential topics, where each topic is characterized as a distribution over various words. The topic probabilities can be indirectly inferred by maximizing the log-likelihood of the data to be generated. One limitation of these two approaches is that they fail to consider the intrinsic geometrical structure of the multidimensional data space [10].
In order to overcome the drawbacks of previous topic models such as PLSI which is a MAP/ML estimated LDA model under a uniform Dirichlet distribution [11], this paper addresses a variant of LDA and an extension of Language Model [12], which is a novel model for text categorization as we know. This generative model represents words set of each category with a mixture of topics assumed independent as many state-of-the-art approaches did, and extends these approaches to estimate maximum a posteriori of category, language model parameters by assuming that variance parameters would be multinomial and Dirichlet parameters of a category language , moreover, [13]  LDA model is applied to find scientific document topics. Recently, in the field of machine learning, there has been renewed research interest in combining these two paradigms into a hybrid framework to gain both merits [14, 15].

Markov Chain Monte Carlo (MCMC) algorithms for approximate inference is widely used as an inference method for a variety of topic models [30,31,32]. In the MCMC context, the usual procedure is to integrate out the mixtures and topics, a procedure called collapsing—and just sample the latent variables. The methods have been tested on 100 Chinese standard text images[33].The two standard inference methods namely variational bayes and collapsed gibbs have gained great accomplishment in learning LDA, as tested by hopeful test results on four standard document datasets[34].
Variational inference [16, 17] focuses on the balanced estimates of standard procedures for potentially biased, but computationally well-organized algorithms whose arithmetical convergence are easy to evaluate. Under assumptions of ‘‘bag of words’’ [27] and ‘‘bag of topics’’, some well known topic models are proposed, such as mixture unigram model [28] and finite mixture model [29]. Due to the progress of Web technologies and human activities in online participation, content generation has become easier than before. Text articles appear everywhere on the Web, such as, news website, blogs, search engine, and so on. One of the most important characteristic lies in their dynamics and quantity, which lead to great challenges and effort in dealing with a text stream [23], [24]. It is also required to provide reasonable topics for many kinds of topic analysis tasks, such as opinions recognition, topic propagation and topic evolution [25], [26]. Hence, the automatic topic discovery on the Web becomes necessary to meet these requirements.Document import to R environment, text corpus handling, document preprocessing, metadata management, and creation of bag of words, term-document matrices. Our focus is on the main aspects of getting started with probabilistic latent feature discovery model and multi label content classification in R an in-depth description of the modern text mining platform offered by tm package [18]. An introductory article on text mining in R was published in R News [19] The R package topic models currently provides an interface to the code for fitting an LDA with Gibbs sampling. Text corpus topic models are constructed using standard package [20]. R, an environment for various statistical calculation and generating the graphs [21], the Comprehensive R Archive Network features two packages for topic model fit: lda and topic model. The lda package in R [22] provides collapsed Gibbs sampling method for posterior probability of the latent features.
2.METHODOLOGY
The following research  contributions are provided in this paper:

In this study, we focus on the probabilistic approach based latent feature discovery of the learning documents and text document categorization using R package. We conduct topic modeling based analysis and infer the hidden topics to understand the learning contents of individual users and to score their interestingness.
1. We propose a novel method for text document dataset preparation using the R package (tm). Before building the model we scan the input text dataset content and perform various operations over text document and find out various undesirable characters and topic terms such as a bag of words representation.
2. We also explore the vector model which contains learning document and terms in the form of rows and columns as an object. This representation provides the association between terms present in the learning document.
3. We model textual contents in learning document dataset as probabilistic latent feature structure using the LDA Latent Dirichilet Allocation ,where learning documents are viewed as a collection of topics. The machine learning algorithm is applied to the topics and validates the model using log-likelihood values. The predictive distribution LDA fit model is used to calculate a predictive distribution of latent words. Description of  various learning topic results from a latent feature discovery model with visual representation.
4. We conduct experiments on a real dataset.From the probabilistic latent feature discovery model, each learning document has a topic associated with it. These resultant features can be used to obtain similarity between the documents and topic distribution. The results prove our multi label model content categorization is more effective than the existing work.
3.GENERAL ARCHITECTURE
3.1. The General architecture of probabilistic latent features discovery model and multi label content categorization
The application presented shows a learning topic representation of information is based on multi label content categorization technique in the R environment. The topics represented are used for the learners to search the relevant documents. This research work, presents a novel method to construct a probabilistic latent feature discovery model and a multi label content categorization. The general architecture is presented in Fig 1. Give a document input data, a number of steps are followed by the e-learning document's topic representation. The first step is the e-Learning document load to R environment for document corpus creation. Dataset preprocessing, document term vector construction, tf-idf computation, probabilistic latent feature discovery and learning content categorization represents the second step. At this stage information cleaning techniques can be successfully applied to the document such as white space removal, lower case conversion, stop words removal, stemming according to the weight values (tf-idf).The next step is to perform multi label content categorization to group the documents based on the model generated by latent feature discovery. The final stage is to represent the learning topics through the predictive fit model as the testing phase.
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Fig1.Genera1architecture of probablistic latent feature discovery and multilable content  categorization In e-leamlng

3.2.e-Learning documents Bag of Words Presentation:
The bag-of-words model is a simplified representation used in natural language processing and information retrieval (IR). In this model, a text (such as a sentence or a document) is represented as the bag (multiset) of its words, disregarding grammar and even word order but keeping multiplicity.
In order to do probabilistic latent feature discovery over unstructured e-Learning text documents first we represent various words in the documents. The primary task is to identify the set of all words used at least once in at least one document (Vocabulary). Vocabulary is a collection of word items of size n. Once the terms has been fixed, each document is represented as a vector with integer values of length n. If this vector is y then its k th component yk is the number of occurrences of the word k in the document. The length of the document is m=y1+y2+…yn.
3.3. Dataset Preprocessing
Dataset preprocessing has been an often neglected but important step in the data mining process. The unstructured learning content is highly susceptible to noise, missing values, and inconsistency. In order to help improve the quality of the data and, consequently, of the search results raw data is preprocessed so as to improve the efficiency and ease of the learners search process. To start learning document analysis usually this stage includes various operations (removal of unwanted characters such as white space, lowercase text character conversion and  punctuation ). This process is mainly called noisy character data removal. In R package supports tm library includes various text processing methods to do the various operations that can be applied to the learning text document corpus.
3.4. Constructing document term vector
After dataset preprocessing, we can construct document term vector associated with learning text documents. It is the simple vector having occurrences of all terms occurring in the list of documents. In a document-term vector, rows represent documents in the collection and columns represent to terms. The document term matrix contains sparse and non sparse values (0 or non-zero value).
3.5. tf-idf weight computation:
Term frequency–inverse document frequency, is a computational statistic that replicates how important a word is to a document in a text corpus. In Information retrieval the tf-idf is used as a weight calculating factor. If the tf-IDF value increases, then the number of times a word appears in the document also  increases. The frequency of the word in the corpus is larger indicates some words are more common than the other words.  Tf-idf term weighting methods are used by several search engines to score and rank the document relevance given by the learners query. Tf –idf is used in various areas including text document classification and summarization techniques.
D – Collection of documents (Corpus)

t-term, d-document, ti-  i th term ,  dj –j th document , ti,dj  belongs to D. The total occurrences of ti  in dj  is referred as term frequency.
The idf (inverse document frequency ) for a term ti is calculated by  idfi = log(
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|D| is the collection of documents in the text corpus
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 is the number of documents in which the term occurs. The method to the calculated tf-idf is defined as tf ij*idf I. The larger weight term, which are less appearance in the collection of documents.

3.6. Probabilistic latent feature discovery model and multi label content categorization
3.6.1 Probablistic multinomial distribution
Once dataset representation is completed, the next immediate step is to select a model for learning documents. A representation is a way of training an entity as a data structure. A probabilistic model is an idea of a set of entities. Given a training set of learning documents, the parameter values of a probabilistic model that create the training documents have high probability value. Then given a test document, we can estimate its probability according to the model. If the probability is high it indicates more documents are similar in testing and training set. Mathematically, probabilistic multinomial distribution is 
Prob(a;b)=   
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a-vector contain non-negative intergers

b-parameter real valued vector.

a,b vectors have length n.

data point is a document containing m words. 

bi is the probability of word I while ai the count of word i. The word  i appears in the document contributes an amount bi to the total probability(biai).
Equation (1) contains two factors, first one represent the multinomial coefficient (number of different word sequences that provide the same counts) and the second one represents the probability of any individual member of the equivalence class of a.

log probabilities :
log  prob(a;b)=
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The probabilities of the individual documents refuse exponentially with length m, and then the above step is required.

Given a set of training learning documents, the maximum likelihood estimation of the i th parameter is 
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T – Normalizing constant ,which is the sum of the sizes of all training documents(
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3.6.2 Multi label categorization generative process:
The generative process is a parameterized distribution, learning based on maximum likelihood. In order to organize the documents from a collection of documents by using unsupervised learning method.
A generative method for a single document is

Step1:  Set a multinomial distribution using parameter c of length W.(used to set up the probability distribution)
Step 2:  For each word in the document draw a word w according to c.(to produce the observed training data).
For a collection of documents for multi label groups the generative process is:

Step 1: Set a multinomial d over groups 1 to L


For group number 1 to group number L



Set a multinomial with parameter vector ck

Step2: For document number 1 to document number Q

  Draw a group e according to d

  For each word in the document


      Draw a word v according to cc.

e-integer between 1 and L

The value of the e is latent for each document.
The global probability distribution is 

F(a)= 
[image: image9.wmf]1

(;)

L

kk

k

dfac

=

å


a-document

ck is the parameter vector of kth multinomial.

L-number of components in the mixture model

f(a;ck) is the distribution of component number k.
dk- scalar variable.
3.6.3 Multi label content categorization by topics:
Multi label content categorization of topics is performed by using Latent Dirichlet Allocation (LDA) generative process method. Each learning document is referred as a combination of multiple distinct topics. By applying LDA features to fit different learning document dataset, we can easily explore the information about the topic present in the document and resulting multi label categorization.
The LDA generative process model is as follows:
Input:Dirichlet distribution with parameter vector d of length L

Input:Dirichlet distribution with parameter vector f of length W

For topic number 1 to topic number L

   Draw a multinomial with parameter vector ck according to f

For document number 1 to document number Q
    Draw a topic distribution , a multinomial b according to d

 
For each word in the document 



Draw a topic e according to b



Draw a word v according to ce.

e- Integer between 1 and L for each word. 

The above steps are used to construct term distribution for each topic model, the proportion of topic distribution for each learning document distribution and word association with topic. In this model LDA is a bag of words representation.
3.6.4 Predictive distribution LDA Fit model
Modeling documents is to fit a topic model to the text document corpus. To generate topic description that is subject to predictive distribution LDA fit model to compute the predictive distribution of new words.
The predictive Probability is : probd(w)= 
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b : The scalar value of the Dirichlet hyperparameter for topic proportions
d : The scalar value of the Dirichlet hyperparamater for topic multinomials
ad,I : matrix where each entry is a numeric proportional to the probability of seeing a topic (row) conditioned on document
cw,I  :   matrix where each entry is a numeric proportional to the probability of seeing the word (column) conditioned on topic (row)

3.6.5 Learning the Documents:
For machine learning, the training data input are the words in all the documents. The distributions(priori) d, f  are assumed to be known and fixed, as are the number L of topics, the number M of documents and the cardinality W of the vocabulary(words dictionary).Learning has two main goals: to infer the document specific multinomial b for each document and to infer the topic distribution ck. The collapsed Gibbs sampling learning algorithm is used to infer the latent value e for each word occurrence in each document. This algorithm starts with assigning a random topic to each word in each document. Then each iteration step the algorithm resembles a new topic.After a large number of iterations, a model tends to meet the topic assignment. The predictive distribution LDA fit model used to calculate a predictive distribution of new words. This fit model is useful for making useful predictions about held-out word.  Finally Log-Likelihood model validation is used to compare two models having different parameters based on their log-likelihood. A model with high likelihood is considered as appropriate. Model validation is used to measure the model performance and also ensure that the topic model is able to generalize from the training document in a useful way.
4.EXPERIMENTS AND RESULTS
We do some experiments to probabilistic latent feature discovery model and multi label content categorization on predictive distribution LDA fit to evaluate the effectiveness of the proposed methods. The experiments are done on the publicly available real world datasets Cora collection of 2410 scientific documents. 
 Initially the input dataset is loaded into R. The dataset contains    documents and topics. In the experiments, the datasets are first preprocessed by removing the standard list of stop words (using tm package in R) before feeding to the selective predictive distribution LDA fit model. The multi label content categorization is obtained from generative model LDA via collapsed Gibbs sampler. The model LDA is built with the following input parameters
i) The vocabulary associated with the corpus.

ii) Number of iterations for the gibbs sampling(100 iterations)

iii) The third parameter describing the term distribution for each topic  (p(term|topic)=0.1)
iv) The next  parameter describing the topic distribution for each document  (p(topic|document)=0.1)

v) The last parameter indicates the log-likelihood to determine the convergence of LDA model .
The LDA model result with following features 
1. a list of vectors represent topic association of each term in each document
result$assignments[[1]]

 [1] 3 5 5 4 2 2 4 2 2 5 2 2 5 2 5 2 2 2 5 5 2 2 2 2 2 2 5 5 5 2 6 5 5 5 5 5 3 5

[39] 6 2 2 2 2 5 0 5 5 5 2 5 5 2 5 4 2 2 5 5 5 5 2 5 4 6

 result$assignments[[2]]

 [1] 7 8 8 0 7 7 8 7 7 8 8 7 8 8 7 2 8 8 7 8 8 8 7 8 8 7 8 8 8 7 7 7 8 7 7 7 8 7

[39] 7

2. A matrix represents the number of times in each document was associated with each of the topics. Rows represent topics and columns are documents as shown inTable.1. From the result table document 1 would have 36 terms associated with topic 3, and 45 terms with topic 6.
Table 1: result$document_sums[,1:10]

	Topic/
Document
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10

	1
	1
	1
	44
	56
	1
	0
	24
	0
	0
	0

	2
	0
	0
	0
	5
	0
	0
	18
	0
	0
	0

	3
	36
	2
	0
	19
	42
	4
	0
	0
	1
	21

	4
	2
	0
	6
	0
	15
	0
	3
	13
	80
	0

	5
	5
	0
	16
	0
	0
	0
	0
	0
	0
	0

	6
	45
	0
	23
	26
	0
	0
	3
	11
	0
	0

	7
	3
	0
	0
	0
	0
	0
	1
	0
	0
	0

	8
	0
	20
	30
	0
	3
	0
	8
	0
	0
	0

	9
	0
	23
	0
	0
	2
	31
	0
	0
	11
	2

	10
	0
	0
	0
	8
	0
	0
	0
	0
	0
	0


The log-likelihood convergence of LDA model graphically presented in Fig2. From the curve plot of the log-likelihood, It  is more convenient to work with natural logarithms. It has been observed that the log - likelihood converge slowly after 40 iterations only. 
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Fig2: Log-likelihood values convergence plot
The topics distribution graph of LDA model is graphically presented in Fig 3.The plot for the topics association for the 100 first documents of our dataset is visualized graphically. The stacked bar chart gives a clear perspective view of document distribution in the topic space. The chart shows the weight of each topic for documents in the dataset.
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Fig3: Topics distribution in documents

The following document similarities between documents shown in Table2 are exploring the document similarity and relations in order to obtaining the topic association of documents. The resulting matrix is a symmetric matrix. 
Table 2: Document similarity matrix outcome
	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10

	1
	1.00
	0.04
	0.33
	0.50
	0.59
	0.08
	0.09
	0.53
	0.04
	0.62

	2
	0.04
	1.00
	0.35
	0.05
	0.14
	0.75
	0.19
	0.00
	0.10
	0.14

	3
	0.33
	0.35
	1.00
	0.78
	0.08
	0.00
	0.73
	0.32
	0.10
	0.00

	4
	0.50
	0.05
	0.78
	1.00
	0.29
	0.04
	0.73
	0.26
	0.00
	0.29

	5
	0.59
	0.14
	0.08
	0.29
	1.00
	0.16
	0.07
	0.26
	0.35
	0.94

	6
	0.08
	0.75
	0.00
	0.37
	0.16
	1.00
	0.00
	0.00
	0.14
	0.22

	7
	0.09
	0.19
	0.73
	0.74
	0.07
	0.00
	1.00
	0.13
	0.09
	0.00

	8
	0.53
	0.00
	0.32
	0.26
	0.26
	0.00
	0.13
	1.0
	0.76
	0.00

	9
	0.04
	0.10
	0.10
	0.00
	0.35
	0.13
	0.09
	0.76
	1.00
	0.03

	10
	0.61
	0.14
	0.00
	0.29
	0.93
	0.22
	0.00
	0.00
	0.03
	1.00


The distance between the documents is obtained through the Euclidean distance function to find out the distance values between the document and it is shown in table 3. 
Table 3: Distance between the documents

	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10

	1
	0.00
	64.4
	68.3
	61.6
	47.7
	63.6
	63.3
	51.1
	97.4
	47.8

	2
	64.4
	0.00
	57.4
	70.7
	50.5
	21.6
	39.3
	34.9
	83.3
	34.6

	3
	68.3
	57.4
	00.0
	42.3
	72.1
	68.7
	48.2
	57.3
	96.0
	64.4

	4
	61.6
	70.7
	42.3
	00.0
	67.5
	71.3
	47.1
	63.0
	103.6
	62.5

	5
	47.7
	50.5
	72.1
	67.5
	00.0
	50.1
	52.9
	43.6
	77.4
	26.0

	6
	63.6
	21.6
	68.0
	71.3
	50.1
	00.0
	42.2
	35.5
	82.5
	33.6

	7
	63.3
	39.3
	43.2
	47.1
	52.9
	44.2
	00.0
	33.6
	83.8
	37.7

	8
	51.0
	34.9
	57.3
	63.0
	43.6
	35.5
	33.6
	00.0
	68.7
	27.1

	9
	97.4
	83.3
	96.0
	103.6
	77.4
	82.5
	83.8
	68.7
	00.0
	82.9

	10
	47.8
	34.6
	64.0
	62.5
	26.0
	33.6
	37.7
	27.1
	82.9
	00.0


The high usage terms for each topic result are shown in Table.4. The sorted list of topics associated with corresponding term output have been generated using the LDA model.
Table 4:Topic description generated by LDA model
	
	1
	2
	3
	4
	5

	1
	“learning”
	“theory”
	“bayesian”
	“algorithm”
	“network”

	2
	“reinforcement”
	“logic”
	“data”
	“learning”
	“neural”

	3
	“control”
	“learning”
	“markov”
	“bounds”
	“networks”

	4
	“robot”
	“revision”
	“distribution
	“queries”
	“learning”

	5
	“agent”
	“representation”
	“models”
	“polynomial”
	“input”

	6
	“agents”
	“belief”
	“model”
	“efficient”
	“visual”

	7
	“system”
	“inductive”
	“estimation”
	“instruction”
	“recurrent”

	8
	“environment”
	“knowledge”
	“chain”
	“number”
	“units”

	9
	“actions”
	“examples”
	“mixture”
	“execution”
	“recognition”

	10
	“decision”
	“system”
	“methods”
	“model”
	“training”


	
	6
	7
	8
	9
	10

	1
	“search”
	“genetic”
	“design”
	“learning”
	“research”

	2
	“problem”
	“population”
	“system”
	“training”
	“report”

	3
	“function”
	“fitness”
	“reasoning”
	“decision”
	“university”

	4
	“optimization”
	“evolutionary”
	“knowledge”
	“classification”
	“technical”

	5
	“algorithm”
	“crossover”
	“case”
	“data”
	“grant”

	6
	“optimal”
	“evolution”
	“learning”
	“algorithm”
	“science”

	7
	“problems”
	“programming”
	“planning”
	“feature”
	“supports”

	8
	“algorithms”
	“neural”
	“adaptation”
	“methods”
	“department”

	9
	“genetic”
	“evolve”
	“similarity”
	“algorithms”
	“national”

	10
	“solution”
	“programs”
	“cases”
	“accuracy”
	“part”


"     
After obtaining the sorted list of topics, the predictive distribution LDA fit model is applied to compute the new terms in the test sample. Topic description generated by predictive distribution LDA fit model output shows in Table 5.
Table 5: Topics description generated by prediction distribution LDA fit model
	
	[,1]
	[,2]

	[1,]
	"problem"    
	"learning"

	[2,]
	"algorithm"  
	"paper"    

	[3,]
	"function"   
	"system"   

	[4,]
	"search"
	"algorithm"

	[5,]
	"algorithms"
	"design”

	[6,]
	"model"
	"problem"

	[7,]
	"problems"   
	"knowledge"

	[8,]
	"method"
	"data"     

	[9,]
	"paper"
	"approach"

	[10,]
	"results"    
	"methods"  


5.CONCLUSIONS AND FUTURE WORK

In this paper , we have presented the probabilistic latent feature discovery model and multi label content categorization in elearning.This model helps peer learners to search the appropriate learning contents from the categorized documents. The new effective system is built to extract topics from the unstructured documents using mining methods. The methodology involves several steps like document import R environment, document corpus handling, dataset preprocessing, bag of words representation,document term vector construction,tf-idf calculation, probabilistic latent feature discovery ,multi label content categorization and topic representation of e-learning documents.Topic representation allows the peer learners querying with the original e-learning documents. To test our research , we have selected dataset with different topics. Topic description generated by LDA model and predictive distribution LDA fit model.We have calculated documents similarity and distance between the documents. Finding an appropriate word distribution is essential in topic modelling in learning documents. In terms of understanding a huge number of documents with multi label content categorization.The predictive distribution LDA fit model can minimize the complexity in finding the new terms or topics..As a future work we are planning to modify the sampling model using predictive link distribution for enabling the link between the documents.This research work further can be extended into dynamic topic detection from corpus.   
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