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Abstract : Vehicular ad-hoc network is a new technology to achieve intelligent inter-vehicular communications. Vehicular ad-hoc network is 

highly dynamic due to the high speed of the vehicles, building and trees in the city areas that causes frequent changes in the network topology. 

Therefore it requires an efficient routing protocol and service architecture. This paper focuses a new cluster based highway model with 802.11p 

technology in which the service request and service update procedure for various protocols are studied and their performances have been 

analyzed and the results are presented in this paper. Here a new service request and service response procedure is introduced in the cluster based 

highway model that increases the performance of the service reply time and broadcasting time of warning messages. 

 

Keywords: VANET, MANET, DSDV, AODV, DSR, OBU, GPS 

 

I.  INTRODUCTION 

     The speed and path define the dynamic topology of 

VANET. If two vehicles are moving away from each other 

with a speed of 30 m/sec and the transmission range is 

assumed to be 300 m, then the link between these two vehicles 

will last for every 5 seconds.  This causes a very high dynamic 

topology and every node needed another link with nearby 

vehicle to maintain connectivity for every 5 seconds.  So a 

frequent disconnection of network connectivity will occur 

especially for low vehicle density areas. For this reasons a 

cluster concept is introduced in the vehicular environment to 

reduce such a failure. To maintain the connectivity of the 

vehicles the network needed the knowledge about the position 

of the vehicle, speed, pattern and direction of movement of 

each vehicle [1]. These features are based on the traffic model, 

road condition and density of the vehicles. The above 

mentioned parameters are important for the construction of 

efficient network design. The mobility model of the vehicular 

environment varies from high way model to city Environment. 

So network design, routing algorithm and mobility pattern also 

need to adapt for these changes [2].  The highway mobility 

model is almost one dimensional model. Their direction, 

position, and the speed of the vehicle in a particular range can 

be easily predicted.  But for city model road structure, the 

density of the vehicles is different; buildings and trees in the 

city model behave as obstacles, so the communication 

becomes complex.  Because of the low speed of vehicles in the 

city area an effective communication is possible in this cluster 

concept model [3]. While using the cluster concepts in the city 

environment, the cluster head life time is long due to low 

speed vehicle movements in the city model.  But it is not 

possible in high way scenarios.  Due to the high speed vehicle 

movements, the high way model requires a special type of 

technology called 802.11p for regular VANET communication 

[4][5]. 

II.  CLUSTER BASED VANET APPROACH 

     In the cluster-based vehicular model each graphical area is 

divided into a number of clusters. The head election algorithm 

elects a suitable vehicle as a cluster head. The data 

communication between vehicle and vehicle is carried out by 

the use of cluster head [6][7]. The inter communication among 

different vehicles in the VANET area is carried through the 

cluster heads, where as the intra-vehicular communication 

within each cluster is made through direct link.  The cluster 

approach is more suitable for MANET [8].  Due to the high 

speed of the vehicle and unpredictable variation of mobility, 

the continuity of the link in the cluster often breaks.  For this 

reason, a research can be made to modify the cluster algorithm 

that fulfills the needs of the VANET environment. 

III.  ROUTING PROTOCOLS 

     VANET is a main component of MANET. So the 

operations of these two ad-hoc networks are the same. Though 

most of the MANET routing protocols are applicable to 

vehicular communication, there are differences in their 

characteristics such as high dynamic, mobility constrains and 

high speed of the vehicles [9]. So the vehicular 

communication requires suitable modification in the 
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