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Abstract: Load balancing in distributed computer systems is the process of redistributing the work load among processors in the system to improve 
system performance. Trying to accomplish this, however, is not an easy task. In recent research and literature, various approaches have been 
proposed to achieve this goal. Due to the outstanding progress in computer technology and an ever-rising demand for high-speed processing able to 

support the distributed mode there is an increasing trend towards the use of parallel and distributed systems. In addition, one of the important stages 
of any system utilizing parallel computing is the load balancing stage in which the balance of workload among all of the system’s processors is 
aimed. In this paper various techniques of load balancing algorithm are discussed, analyzed and compared. Also new load balancing algorithm which 
has new capabilities to provide optimum load balancing in system is discussed. 
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I. INTRODUCTION 

Load balancing is an important and pervasive problem in 
all distributed systems. Network Load Balancing provides 
scalability and high availability. Load balancing, the process of 
distributing the work fairly among participating processors, is a 
sub-problem of a bigger dilemma: distributed scheduling. 
Distributed scheduling is composed of two parts: local 
scheduling, which takes care of assigning processing resources 
to jobs within one node, and global scheduling, which 
determines which jobs are processed by which processor. Load 
balancing is a vital ingredient in any acceptable global 
scheduling policy.  

The aim of load balancing is to improve system 
performance by preventing some processors from being 
overwhelmed with work while others find no work to do. 
Network Load Balancing servers (also called hosts) provide 
key benefits, including: 
a. Scalability- Network Load Balancing scales the 

performance of a server-based program, such as a Web 
server, by distributing its client requests across multiple 
servers within the cluster.  

b. High availability-Network Load Balancing provides high 
availability by among the remaining servers within ten 
seconds, while providing users with continuous service. 

The presence of a number of processors in these kinds of 
systems, shows, from one perspective, the necessity of the 
uniform distribution of workload among these processors, 
since, studies have shown that in these systems the probability 
of a processor being idle in the system and other processors 
having a queue of tasks at hand is very high.  

The issue can, in fact, be thus presented that the use of 
parallel and distributed systems, due to the speed which they 
add to the processing tasks, is an important factor, but the 
capital needed to elevate systems to the parallel system type 
seems logical only on condition that the workload of the 
system be distributed suitably among the processors. Such an 
aim becomes practical in parallel and distributed systems by 

the implementation of a certain type of algorithm called “load 
balancing algorithm”.  

The purpose of this algorithm is that a processor may 
neither be idle nor overloaded but have both idle and 
overloaded processors neighboring it and can therefore serve to 
relate them. In other words the relater processor can send the 
message that it is not idle itself but does have an idle neighbor 
processor to its neighboring processor. 

Load balancing is a technique used to distribute load on 
server to increase performance and speed of work designated to 
particular server. There are various techniques that can be used 
to accomplish load balancing task with the help of different 
types of computer hardware and software components. 
Application of load balancing is used by different companies 
that conduct huge business transactions using internet. 

Even companies who are maintaining large number of 
computer network for single user use load balancing to ensure 
that each computer is performing well and has the correct 
amount of power to be able to perform functions that are 
intended for particular work. Benefit of load balancing is, if 
one of your server goes off then you have other the option of 
alternate server to work upon. 

Load balancing improves the performance of server due to 
distributed load and is used for busy and large networks 
.Without balancing load in busy networks it is very difficult to 
satisfy the entire request issued to server. Organization into the 
web services or online business normally makes use of load 
balancing technique and engages two web servers ( or more 
servers accordingly ) . 

If one of the web server gets overloaded or goes off, in that 
case alternate server activates and access the requested load. 
Load balancing is done by assigning particular service time for 
each process in order to ensure that several requests are 
handled without causing traffic. In other words, specific time is 
assigned to each process in the server for its execution and the 
process no more stay in the server once service time extends. 
Once load balancer works actively, service time reduces for 
each process reduces. 
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Dynamic load balancing strategies for minimizing the 
execution time of single applications running in parallel on 
multicomputer systems are discussed. Dynamic load balancing 
(DLB) is essential for the efficient use of highly parallel 
systems when solving non-uniform problems with 
unpredictable load estimates. 

II. LITRATURE REVIEW AND RELATED WORK 

Load balancing algorithms are divided in to two major 
groups: static and dynamic load balancing algorithms. In the 
former type, based on an estimation of the time needed to 
complete any given task, tasks are assigned to processors 
during the compile time and their relation is determined and 
there is no decision at this type regarding a shift of task from 
one processor to another during the execution time [1]. 
Dynamic balancing schemes are able to identify load changes, 
but they can be misled by differences in resource capacity and 
dynamic load changes. But in dynamic load balancing 
algorithms (DLB), the load status at any given moment is used 
to decide on task shifts between processors [1].Also, load 
balancing algorithms can be compared with respect to 
parameters of quality of which nature and overhead-associated 
can be mentioned [2]. A mathematical model of load balancing 
was improved and an adaptive load balancing optimization 
scheduling based on genetic algorithm was proposed, analyzed 
and simulated. Empirical results show that the algorithm can 
reduce effectively the average execution time of all requests 
and speed up the average response time. Meanwhile, with the 
increment of the cluster size, the algorithm running time is not 
increased significantly while maintain good performance [2]. 

Principally, processors in parallel and distributed systems in 
relation to load balancing algorithms are divided into three 
groups based the workload level: 
a. Processors which have a large number of tasks in waiting 

to be done called heavily loaded processors or sometimes 
overloaded processors. 

b. Processors which have a small number of tasks in waiting 
to be done referred to as lightly loaded processors and 
also under loaded processors. 

c. Processors named idle processors which have no tasks to 
be done [1]. 

An algorithm has been proposed for load balancing in 
dynamic, heterogeneous peer-to-peer systems. This algorithm 
may be applied to balance one of several different types of 
resources, including storage, bandwidth, and processor cycles. 
It make possible to achieve the load balancing without having 
the need to maintain tables for the process migration at each 
node as a result lot of processing efforts are saved[3]. The 
algorithm is designed to handle heterogeneity in the form of (1) 
varying object loads and (2) varying node capacity, and it can 
handle dynamism in the form of (1) continuous insertion and 
deletion of objects, (2) skewed object arrival patterns, and (3) 
continuous arrival and departure of nodes[4]. A mathematical 
model of load balancing was improved and an adaptive load 
balancing optimization scheduling based on genetic algorithm 
was proposed, analyzed and simulated. Empirical results show 
that the algorithm can reduce effectively the average execution 
time of all requests and speed up the average response time. 
Meanwhile, with the increment of the cluster size, the 
algorithm running time is not increased significantly while 
maintain good performance [5]. 

Basically, the proposed solutions aim to speed up 
simulation processing pace by minimizing communication 
delays or improving utilization of resources. However, these 
schemes present drawbacks that motivated the design of a self-
adaptive balancing scheme. Some balancing schemes observe 
look-ahead or the communication rate in simulations to 
decrease their communication delays. The dynamic approach 
looks at the load balancing problem more realistically by 
assuming little information is available before any assignment 
is made. It does not presume any knowledge of where a certain 
task will finally execute or in what environment [6]. The 
analysis of look-ahead evidences the simulation dependencies 
that might be slowing down the simulation. The study of 
communication rate indicates the delays they introduce in the 
simulation, which can be performed statically. The overheads 
normally incurred from implementing any load balancing 
policy are always subject to strategies aiming at reducing such 
overhead, also to reduce the overheads stem from the 
communication problem and location problem [7]. 

The growing autonomy of servers may significantly 
deteriorate the performance of traditional load-balancing 
strategies. Indeed, the authoritative decision belongs to the 
load-balancer, but the autonomous servers may reject the 
requests on their own convenience. The load-balancing strategy 
for transferring authority from the load-balancer to the 
autonomous servers [8].The use of a central scheduler was also 
effective as it can handle all load-balancing decisions with 
minimal inter-processor communication. The threshold policy 
provided better performance in comparison to the first fit 
algorithm that does not have such a mechanism [9]. 

The idea of previous load balancing algorithm stemmed 
from the perspective that a processor may neither be idle nor 
overloaded but have both idle and overloaded processors 
neighboring it and can therefore serve to relate them; in other 
words the relater processor can send the message that it is not 
idle itself but does have an idle neighbor processor to its 
neighboring processors [1]. This algorithm working with 
defined parameter to implement load balancing technique. 

Load balancing is to ensure that every processor in the 
system does approximately the same amount of work at any 
point of time. Processes may migrate from one node to another 
even in the middle of execution to ensure equal workload. 
Algorithms for load balancing have to rely on the assumption 
that the on hand information at each node is accurate to prevent 
processes from being continuously circulated about the system 
without any progress. Load balancing is one of prerequisites to 
utilize the full resources of parallel and distributed systems. 
Load balancing may be centralized in a single processor or 
distributed among all the processing elements that participate 
in the load balancing process. Several tasks are scheduled for 
separate processors, based on the current load on each CPU. 
Many researchers have been carried out on load balancing for 
many years with the aim is to find the load balancing schemes 
with overhead as low as possible [10]. 

In earlier researchers had examined methods for load 
balancing in pipelined term-distributed architectures, and 
propose a suite of techniques for reducing net querying costs. 
In particular, they explored the load distribution behavior that 
pipelining displays and show that the imbalances can be 
addressed by techniques that include predictive index list 
assignments to nodes, and selective index list replication 
[11].The algorithm has been proposed for load balancing 
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strategy always converges, and tends to be in a steady state in a 
negligible processing time. This include, the load status and the 
locations of the nodes regarding the system’s topology are 
irrelevant to load balancing process [12]. 

III. STATIC LOAD BALANCING 

In this technique the performance of the processors is 

determined at the beginning of execution. Then depending 

upon their performance the work load is distributed in the start 
by the master processor. The slave processors calculate their 

allocated work and submit their result to the master. A task is 

always executed on the processor to which it is assigned that 

is static load balancing methods are non-preemptive. 

A. Round Robin and Randomized Algorithms: 

In the round robin [13] processes are divided evenly 
between all processors. Each new process is assigned to new 
processor in round robin order. The process allocation order is 
maintained on each processor locally independent of 
allocations from remote processors. With equal workload 
round robin algorithm is expected to work well. Round Robin 
and Randomized schemes [14] work well with number of 
processes larger than number of processors. Advantage of 
Round Robin algorithm is that it does not require inter-process 
communication. Round Robin and Randomized algorithm both 
can attain the best performance among all load balancing 
algorithms for particular special purpose applications. 

B.  Central Manager Algorithm: 

In this algorithm load manager selects hosts for new 
processes so that the processor load confirms to same level as 
much as possible. On other hand information on the system 
load state central load manager makes the load balancing 
judgment. This information is updated by remote processors, 
which send a message each time the load on them changes. 
This information can depend on waiting of parent’s process of 
completion of its children’s process, end of parallel execution. 
The load manager makes load balancing decisions based on the 
system load information, allowing the best decision when of 
the process created. High degree of inter-process 
communication could make the bottleneck state. This algorithm 
is expected to perform better than the parallel applications, 
especially when dynamic activities are created by different 
hosts. 

C. Threshold Algorithm: 

According to this algorithm, the processes are assigned 
immediately upon creation to hosts. Hosts for new processes 
are selected locally without sending remote messages. Each 
processor keeps a private copy of the system’s load. The load 
of a processor can characterize by one of the three levels: 
underloaded, medium and overloaded. Two threshold 
parameters tunder and tupper can be used to describe these 
levels. 

Under loaded - load < tunder 
Medium - tunder ≤ load ≤ tupper 
Overloaded - load > tupper 
Initially, all the processors are considered to be under 

loaded. When the load state of a processor exceeds a load level 
limit, then it sends messages regarding the new load state to all 

remote processors, regularly updating them as to the actual 
load state of the entire system. 

If the local state is not overloaded then the process is 
allocated locally. Otherwise, a remote under loaded processor 
is selected, and if no such host exists, the process is also 
allocated locally. Thresholds algorithm have low inter process 
communication and a large number of local process 
allocations. The later decreases the overhead of remote process 
allocations and the overhead of remote memory accesses, 
which leads to improvement in performance. A disadvantage of 
the algorithm is that all processes are allocated locally when all 
remote processors are overloaded. A load on one overloaded 
processor can be much higher than on other overloaded 
processors, causing significant disturbance in load balancing, 
and increasing the execution time of an application. 

IV. DYNAMIC LOAD BALANCING 

It differs from static algorithms in that the work load is 
distributed among the processors at runtime. The master 
assigns new processes to the slaves based on the new 
information collected [15] [16]. Unlike static algorithms, 
dynamic algorithms allocate processes dynamically when one 
of the processors becomes under loaded. Instead, they are 
buffered in the queue on the main host and allocated 
dynamically upon requests from remote hosts. 

A. Central Queue Algorithm: 

Central Queue Algorithm [17] works on the principle of 
dynamic distribution. It stores new activities and unfulfilled 
requests as a cyclic FIFO queue on the main host. Each new 
activity arriving at the queue manager is inserted into the 
queue. Then, whenever a request for an activity is received by 
the queue manager, it removes the first activity from the queue 
and sends it to the requester. If there are no ready activities in 
the queue, the request is buffered, until a new activity is 
available. If a new activity arrives at the queue manager while 
there are unanswered requests in the queue, the first such 
request is removed from the queue and the new activity is 
assigned to it. 

When a processor load falls under the threshold, the local 
load manager sends a request for a new activity to the central 
load manager. The central load manager answers the request 
immediately if a ready activity is found in the process-request 
queue, or queues the request until a new activity arrives. 

B. Local Queue Algorithm: 

Main feature of this algorithm [17] is dynamic process 
migration support. The basic idea of the local queue algorithm 
is static allocation of all new processes with process migration 
initiated by a host when its load falls under threshold limit, is a 
user-defined parameter of the algorithm. The parameter defines 
the minimal number of ready processes the load manager 
attempts to provide on each processor. Initially, new processes 
created on the main host are allocated on all under loaded 
hosts. The number of parallel activities created by the first 
parallel construct on the main host is usually sufficient for 
allocation on all remote hosts. From then on, all the processes 
created on the main host and all other hosts are allocated 
locally. When the host gets under loaded, the local load 
manager attempts to get several processes from remote hosts. It 
randomly sends requests with the number of local ready 
processes to remote load managers. When a load manager 
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receives such a request, it compares the local number of ready 
processes with the received number. If the former is greater 
than the latter, then some of the running processes are 
transferred to the requester and an affirmative confirmation 
with the number of processes transferred is returned. 

The overheads stem from message passing and the 
scalability issues are among the main objectives of any load 
balancing system. To this aim, two methods of grouping the 
nodes were introduced, devised and tested. The first is to group 
the nodes in couples while the second one is to group the nodes 
into triples. The numerical results show that the overhead stem 
from computations is reduced dramatically in both methods. 
On the other hand, the number of messages is not any more an 
important issue, since it turns to be fixed with small number of 
messages as well as the utilization of the system is maximized. 
The proposed policies guaranteed the distributed system to be 
scalable. 

The earlier study has been try to solve problem of load 
balancing in peer to peer networking systems. Based on the 
LBVR algorithm we have extended the features of the RRAVR 
AND QCHAVR algorithms and they have been  proposed one 
algorithm for Dynamic Load Balancing among the peers, hence 
the computation over heads are small [20]. Dynamic Load 
Balancing scalability determines how its performance improves 
as hosts are added to the cluster. Scalable performance requires 
that CPU overhead and latency not grow faster than the number 
of hosts. If the number of servers and operations of a scheduler 
increases, eventually overhead on the proxy to manage the 
request also increases. So, in future also need to maintain more 
number of proxies in order to perform more number of tasks. In 
our paper we are not primarily concerned with the security 
issues. 

In current research proposed a fault-tolerant and reliable 
load balancing CBAE algorithm that works by assigning one 
node as a coordinator and another node as a backup. They 
compare the CBAE with a well known random election 
algorithm. Results show that all nodes are balanced by using 
CBAE, whereas by using a random approach they are 
obviously imbalanced. So we conclude that CBAE produces a 
balanced load among nodes as well as low freezing time. The 
random approach is better in relation to the number of 
communication messages needed [18]. Some attributes cannot 
be measured by simulation, e.g. the network traffic and the 
actual freezing time that is affected by the network delay. As a 
future work in this context, therefore, we plan to verify our 
simulation by experiments in a real environment. 

V. PARAMETERS AFFECT ON  LOAD BALANCING 

The performance of various load balancing algorithms is 
measured by the following parameters. 

A.     Performance of LBA: 

If Load Balancing is not possible additional overload 
rejection measures are needed. When the overload situation 
ends   then first the overload rejection measures are stopped. 
After a short guard period Load Balancing is also closed down. 

B.   Fault Tolerant capacity of   LBA: 

This parameter gives that algorithm is able to tolerate 
tortuous faults or not. It enables an algorithm to continue 
operating properly in the event of some failure. If the 
performance of algorithm decreases, the decrease is 

proportional to the seriousness of the failure, even a small 
failure can cause total failure in load balancing. 

C.     Forecasting Accuracy in LBA: 

Forecasting is the degree of conformity of calculated results 
to its actual value that will be generated after execution. The 
static algorithms provide more accuracy than of dynamic 
algorithms as in former most assumptions are made during 
compile time and in later this is done during execution. 

D.  Stability: 

Stability can be characterized in terms of the delays in the 
transfer of information between processors and the gains in the 
load balancing algorithm by obtaining faster performance by a 
specified amount of time. 

E. Centralized or Decentralized 

Centralized schemes store global information at a 
designated node. All sender or receiver nodes access the 
designated node to calculate the amount of load-transfers and 
also to check that tasks are to be sent to or received from. In a 
distributed load balancing, every node executes balancing 
separately. The idle nodes can obtain load during runtime from 
a shared global queue of processes. 

F. Nature of Load Balancing Algorithms: 

Static load balancing assigns load to nodes probabilistically 
or deterministically without consideration of runtime events. It 
is generally impossible to make predictions of arrival times of 
loads and processing times required for future loads. On the 
other hand, in a dynamic load balancing the load distribution is 
made during run-time based on current processing rates and 
network condition. A DLB policy can use either local or global 
information. 

G. Cooperative behavior: 

This parameter gives that whether processors share 
information between them in making the process allocation 
decision other are not during execution. What this parameter 
defines is the extent of independence that each processor has in 
concluding that how should it can use its own resources. In the 
cooperative situation all processors have the accountability to 
carry out its own portion of the scheduling task, but all 
processors work together to achieve a goal of better efficiency. 
In the non-cooperative individual processors act as independent 
entities and arrive at decisions about the use of their resources 
without any effect of their decision on the rest of the system. 

H. Process Migration statergy in LBA: 

Process migration parameter provides when does a system 
decide to export a process? It decides whether to create it 
locally or create it on a remote processing element. The 
algorithm is capable to decide that it should make changes of 
load distribution during execution of process or not. 

I. Resource Utilization: 

Resource utilization include automatic load balancing A 
distributed system may have unexpected number of processes 
that demand more processing power. If the algorithm is capable 
to utilize resources, they can be moved to under loaded 
processors more efficiently. 
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