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Abstract: Biometrics, described as the science of recogniamgndividual based on her physiological or bebalitraits, is beginning to gain
acceptance as a legitimate method for determinimgnéeividual’s identity. Multimodal biometric syste utilizes two or more individual
modalities, e.g., face, gait, iris and fingerpritat,improve the recognition accuracy of conventiam@amodal methods. Multimodal biometric
systems overcome problems such as noisy sensomdeiauniversality or lack of distinctiveness oé thiometric trait, unacceptable error rates,
and spoof attacks by consolidating the evidenceaiobt from different sources. In this paper, weehdeveloped an efficient technique for
multimodal biometric recognition using the face amslimages. In our proposed technique, featuras fface and the iris images are extracted
and the features from both the modalities are deneted to form a combined feature vector, whico alontains the number of irrelevant
pixels in the iris image. The extraction procesdase utilizing both the local Gabor patterns dmel tBP to form LGXP (Local Gabor XOR
Patterns). For recognition, the combined featuitoreof a face and iris image are extracted arcbmpared with the database. The average
matching score is calculated, which is based ordisiance measure and also on the given weightagedbon the irrelevant pixels. Based on
the average matching value, the decision is to &demvhether the test image is recognized or notefperimental evaluation, we have used

the face and iris image databases and the redeklislyc demonstrated that the proposed techniqueiged better accuracy in biometric

recognition.

Keywords:- Biometrics, Multi-modal biometrics, Face Recogniti iris recognition, Gabor feature, LBP operatardal Binary Pattern), Local

Gabor XOR Patterns.

I INTRODUCTION

Biometric authentication has been getting widesprea
attention over the past decade with growing demands
automated secured personal identification [9]. Thiswing
to the reason that old-fashioned automatic personal
identification tools, which use approaches suclPasonal
Identification Number (PIN), ID card, key, etc.,erify the
identity of a person, are no longer consideredabddi
enough to gratify the security necessity of person
authentication system [10]. A biometric scheme \ae8
automatic recognition of a person depending on some
particular unique feature held by the individjil].

Biometric traits comprises fingerprints, hand-getme
face, voice, iris, retina, gait, signature, palrmprear and
more [10]. A worthy biometric is described by usagfea
feature that is; highly unique- so that the prolitgbof
different peoples having the same feature will bgligible,
stable — so that the characteristics does not watty time,
and be easily captured — in order to provide easbe user,
and avoid distortion of the feature [11]. Some bkt
restrictions levied by unimodal biometric systena e
overwhelmed by adding several sources of informafay
the process of personal identification [12]. Thegstems,
commonly referred to as multimodailometric systems, are
estimated to be more dependable because of presgnce
several, autonomous fragments of evidence [34].s@&he
methods are able to encounter the rigorous perfocema
foods levied by numerous applications. They addtass
problem of non-universality, since multiple tragiafeguard
adequate population coverage. They also preverdfisgo
since it would be hard for a deceiver to spoof ipldt
biometric traits of a genuine user simultaneou38] [

One of the generally used biological features esftite
recognition [14]. Face recognition has the aimdefitifying
individuals in photographs or videos from their ifc
appearance. When comparing is done with other hitcee
face recognition is found passive and does not Ssiicde
supportive persons who are close to sensor or iraco
with it [13]. Automatic recognition of human facés an
aggressively investigated part, which discovers yman
applications such as surveillance, automated sitrgen
authentication or human-computer interaction. Taeefis
an effortlessly collectible, universal and non-isive
biometric [33], which makes it perfect for applicets
where other biometrics such as fingerprints orsdanning
are not possible.

Iris is the one of most reliable and accurate bivime
feature among the present biometric features. Iris
recognition is a largely recognized unmatched bioice
recognition technique in the world [15] consideriitg
firmness, independence and non-invasiveness atsbithas
the potential for applications in widespread exxd]. Iris
is an externally visible, yet protected organ whos&ue
epigenetic pattern stays firm all over the adui [j18].
These physiognomies make it suitable for use deraditric
for identifying individuals. Image processing teitfues can
be used to obtain the unique iris pattern from gitided
image of the eye, and encrypt it into a biometeimplate,
which can be stored in a database [19]. This biomet
template comprises of an objective mathematical
exemplification of the unique info stored in thés,rand
permits evaluations to be done amongst the tengp]aés.

When a person desires to be recognized by iris
recognition system, his/her eye is first photogeshhand
then a template is made for their iris region [1%his
template is then checked with the other templateishvare



Deepak Sharmaet al, International Journal of Advanced Research in Comuter Science, 2 (6), Nov —Dec, 2011, 166-175

stacked in a database until either a matching t&mpk
found and the subject is identified, or no matcfoisnd and
the subject remains unidentified [20].

Biometric identification methods that make use of a
single feature for identification (known as unimbda
biometric systems) are regularly affected by sdvera
practical problems like noisy sensor data, non-ensality
or lack of distinctiveness of the biometric traihacceptable
error rates, and spoof attacks [21]. This is besafishe fact
that the accuracy of single biometric system isilyas
affected by the dependability of the sensor useotelver,
the single biometric systems have many domain-Bpeci
restrictions [10]. Multimodal biometric systems owbelm
many of these limitations by combining the proolfgéained
from various bases [23], [22]. Multimodal biomegitas
produced better accuracy [26] and population cagesra
while decreasing susceptibility to spoofing. Thealfeature
to multimodal biometrics is the combination of sefe
biometric modality data at the feature extractiomgtching
score, or decision levels [25], [24]. Many multinabd
biometrics techniques and approaches have beergadp
by various scientists [1-4]. In these works, thsida of the
many biometric features is made use of to makeuttique
recognition result. Directing at the same issue, hawe
integrated two biometric recognition systems, sashface
and iris. The purpose is to improve overall erraterby
utilizing as much information as possible from each
biometric modality.

In the proposed approach, it consists of three hesdl)
Feature extraction from face image, 2) Featureaetitin
from iris image and 3) Fusion of face and iris trees.
Initially, the features from the face as well as images are
extracted by means of Local Gabor XOR Patternsisidie
combined representation of Gabor feature and th® LB
operator (Local Binary Pattern). Local Gabor patteare
constructed by encoding the Gabor phase utilizihg t
LGXP operator in a way that, the effective représeéon of
face and iris feature can be made possible. Fumther, to
improve the performance in recognition, the featuase
extracted from the block-based representation ef fdte
and iris images. Finally, the feature patterns ioleth from
the two modalities are fused using the proposetnigae
and it is stored as a combined feature vectortferface and
iris images. For recognition, the combined feattgetor of
a face and iris image are extracted and a scarengputed
using distance measure and the weightage calculBtesdd
on the computed score value, the decision is tankede
whether the test image is recognized or not. For
experimental evaluation, we used the face andirnnzsge
databases and the results clearly demonstrated thieat
proposed technique provides better accuracy in &iom
recognition.

The rest of the paper is organized as follows: iSedt
discusses some of the recent research works refatdte
proposed technique. Section Il describes the mego
technique for iris and face recognition with allcassary
mathematical formulations and figures. Section istdsses
about the experimentation and evaluation resultsh wi
necessary tables and graphs and section V conclinges
paper.

© 2010, IJARCS All Rights Reserved

I. RELATED WORKS

The proposed technique concentrates on the extracti
and recognition of features from the iris imaged #dre face
images. Several researchers have performed numerous
researches using various techniques for the eidraof iris
and face features. Here, we have presented sontheof
significant researches.

ShufuXieet al. [1] presented local Gabor XOR patterns
(LGXP), which encrypted the Gabor phase by using th
local XOR pattern (LXP) operator. Then, they présdn
block-based Fisher’s linear discriminant (BFLD)d&crease
the dimensionality of the proposed descriptor ahdhe
same time improve its discriminative power. Lasthy
using BFLD, they merged local patterns of Gabor mitage
and phase for face recognition. Then they assefised
method on FERET and FRGC 2.0 databases. They did
comparative experimental studies of different loGalbor
patterns. They also made a detailed evaluatiortheir
combination with BFLD, as well as the fusion of ieais
descriptors by using BFLD. Extensive experimental
outcomes confirmed the efficiency of LGXP descniptod
also showed that fusion approach outdid most ofsthte-
of-the-art approachesdie Lin et al. [2] presented a system
for individual recognition by the fusion of iris difiace. The
system united the iris and faces features as afestwre for
representing persons and then worked on the mdd#igM
on the new features for recognition. The iris featwas
given a greater weight. They enhanced the methbditd a
better stratagem for joining the face and iris ecognition.
The enhanced technique has been evaluated on cednbin
face and iris databases, using face testing imexg@ssed to
numerous sorts of partial distortion and occlusidine
system had verified better-quality performance owtrer
systems.

Jun-Ying Gan and Jun-Feng Liu [3] presented a
technique to the fusion and recognition of face sl
image based on wavelet features and kernel Fisher
discriminant analysis (KFDA). At first, the dimeosi was
condensed, the noise was removed, the storage syece
saved and the efficiency was enhanced by discraieehet
transform (DWT) to face and iris image. Secondhgef and
iris features were extracted and fusion by KFDAstha
nearest neighbor classifier was chosen to perform
recognition. Experimental results on ORL face dasaband
CASIA iris database proved that not only the dasé&b
sample problem was overcame by KFDA, but also that
correct recognition rate was greater than thathef fiace
recognition and iris recognition. Shoa'aJadAllahHkili
and ManalAbdulAziz [4] have presented a work tolgpipe
multimodal biometric fusion system to the highestel of
security in the hierarchical architecture of eleoic medical
record (EMR). Multimodal biometric identificatiorystem
was developed by merging information from both facel
iris unimodal. After suitable normalization of seser fusion
was done at the matching score level using weigteces.

The effect of different number and quality of tiagp
and testing image combinations were tested on four
combination sets (CS1-CS4). They found that the
multimodal biometric was a method to decrease tradity
requirement of images.

Baochang Zhangt al. [5] designed an object descriptor
for face recognition by means of histogram of Gatloase
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pattern (HGPP). In HGPP, the quadrant-bit code Viest
mined out from faces based on the Gabor transfoomat
Global Gabor phase pattern (GGPP) and local Gabasep
pattern (LGPP) were then suggested to encode thseph
variations. They were then both separated into rtbe-
overlapping rectangular regions, from which spatial
histograms were extracted and concatenated into an
extended histogram feature to denote the originsge.
Lastly, the recognition was executed by using tharest-
neighbor classifier with histogram intersection &
similarity measurement. The technique was posifivel
applied to face recognition, and the experimentatames

on the large-scale FERET and CAS-PEAL databases
showed that the proposed algorithms expressively
accomplished well.

Harin Sellahewa and Sabah A. Jassim [6] proposed
adaptive methods to face recognition to win ovee th
opposing effects of changing lighting conditionsnage
quality, which was measured in terms of luminance
distortion in comparison to a known reference imagas
used as the base for familiarizing the applicatbrglobal
and region illumination normalization techniquesabe
quality was also used to adaptively process fusion
parameters for wavelet-based multi-stream facegrétion.

Zhenan Sun and Tieniu Tan [7] presented a technique
using ordinal measures for iris feature represematith
the aim of embodying qualitative relationships tesw iris
regions rather than exact dimensions of iris imstgectures.
Such a illustration caused loss of some image-fpeci
information, but it achieved a good trade-off betwe
uniqueness and toughness. They presented thatabrdin
measures were intrinsic features of iris pattemms largely
invariant because to the illumination changes. @Esi
firmness and low computational complexity of ordina
measures resulted in highly efficient iris recoigmit They
established multi-lobe differential filters to calate ordinal
measures with flexible intra-lobe and inter-lobegpaeters
such as location, scale, orientation, and distance.
Experimental results on three public iris imageadases
proved the efficiency of the proposed ordinal featu
models.

Ryan N. Rakvicet al. [8] proposed a more direct and
parallel processing alternative using field prognmsable
gate arrays (FPGAS), proposing an opportunity twease
speed and potentially alter the form factor of theulting
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system. Within the means of this project, the ntose-
consuming operations of a modern iris recognitigo@thm
were deconstructed and directly parallelized. Farrtiore,
the parallel algorithm on FPGA also significantly
outstripped the calculated theoretical best InfeUGlesign.
Lastly, on a state-of-the-art FPGA, they settleat th full
implementation of a very fast iris recognition aigfun was
more than feasible, resulting in a potential srfa@iin-factor
solution.

. PROPOSED MULTI-MODAL BIOMETRIC
RECOGNITION SYSTEM USING FACE AND IRIS
FEATURES

Multimodal  biometrics has shown a marked
improvement in accuracy when compared to the single
modal biometrics and have acquired vast application
diverse fields. In the recent past, multimodal kétmcs has
have acquired deep interest among the scientifitcnconity.
Use of multimodal biometrics have decreased problench
as noisy sensory data, error rates, spoof attacisnzany
more, which were the main disadvantages of usismngle
trait for recognition. In the proposed technique, @mbine
the iris and the face traits for the recognitiostsyn. Iris is
the most dependable biometric in human body &suhique
and stable for the entire life period. A thin ciau
diaphragm, which lies between the cornea and the &
the human eye, is called the iris. Extracting fesgus very
much a complicated task and also is vital for rieisognition
[30]. Face recognition techniques have also atchobhuch
attention and has many potential applications iverdie
fields. However lots of variations of image appeassuch
as pose variation, occlusion, image orientatidamilnating
condition and facial expression are difficultiesdd by the
face recognition techniques. And combining these tw
prominent biometrics (face and the iris) would fesu a
more accurate and efficient recognition. In ordeextract
the features of the iris and the face, we makeafisg@abor
patterns and extract the features using the LGXPnigue.

At first, the features are extracted from both itieeand
the face image and then concatenated to form theioed
vector which also consists of the number of irratgwixels
in the iris image. The flow diagram of the PropoSsdtem
is sown in figure 1.
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Figure 1: The flow diagram of the Proposed System

A. Preprocessing of Iris I mages:

Iris image is first converted into its normalizedrrh
using the preprocessing techniques before the rfeatu
extraction is made. Mostly, the normalized formttoé iris
image is used by the researchers to extract tharésafor

iris recognition. Initially, in the preprocessingppedure, iris
segmentation is done which consists of detectirg itls
boundary. Detecting the inner and outer boundasfethe

iris texture is extremely important for effectiveature
extraction. Integro-differential, Hough transformdaactive
contour model are some of the methods employed
successfully for detecting the boundaries. We mage of
Hough transform [29] for detecting the boundary irs.
Subsequently the segmented image is normalizedeather
iris image is unwrapped and transformed it into ptdar
equivalent. We employ Daugman’s rubber sheet m@i|
where the localized iris image are transformed
rectangular sized fixed image.

into
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B.
Images:
In this phase, normalized iris image and the faoi@ge

is partitioned into multiple small blocks and thggb values
in each block are formed into vector. SubsequerithyU
vector is applied to linear scaling and LGXP, which
provides the feature vector. The irrelevant pixgigels in
the eyelash and eyelid region) in case of iriscaleulated
on each block for knowing block importance. Finaliye
concatenate the feature vector of both the iris thedface
image and also the count of irrelevant pixels & ths
image. The important steps involved in this phase a
described as follows:
i Partitioning of the normalized iris image and input
facial image into multiple small blocks

i.  Conversion of block of sized; xd, into 1-U

Vector
Performing LGXP on each block

Extraction of Featuresfrom Irisand Facial
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iv. Concatenation of feature vectors of both the facial
image and the iris image along with the count of
irrelevant pixels of the iris image

a. Partitioning of Normalized Iris Image and
the Input Face | mage into Multiple Small Blocks:

The normalized iris images and the input facial ges
are at first partitioned into small blocks. The gnecessed
normalized iris image contains vertical columns and
horizontal rows which denotes the radial directiansl the
angular directions correspondingly. At first, weatjigon the
entire normalized iris image into multiple smalbtks as
shown in fig.3. For example, a normalized iris imag

norn(l) is blockB, ,
i ={12,...n}, where n is the total number of blocks and

the size of block is defined g} xd,. Similarly, the

partitioning of the face image into smaller blodksdone
and it is shown in figure 2.

WEREEYIYY T TN

partitioned into where

*IF'-'FF'T'1

Figure. 2. Partitioning of face image and normalizedimage into
multiple small blocks

b.  Conversion of Block of Size d, xd, intol-U
Vector:

In this conversion, every block is converted inte i
vector form. Let block D of normalized iris image

norn(l ) be represented as follows.
Dl

D=|D

y

Dy
Where, Dy represents gray values of th& row in the
block of D,
The1-U vector D, is formed by concatenating all the

rows present in the blodR. Thus, VectorD, of D is
represented by,

D, =(D,,...D,,...D,)
=(D,,....Dy,...Dy,,)

Dv. define the pixel value of position inside the vector

vite e

D,, andM is the number of total components in bld2k

V!
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After the concatenation process and prior to the afsthe
obtained vectorD, directly for the subsequent step, change

the average of each and every data set to zer@jtlyiag
linear re-scaling [16] to each vector and normalthe
standard deviation to unity. Hence, by calculatimg mean

v and variancea, 2 of vectorD,, the linear re-scaled

D\,N can be computed using the following formula,

D' =(D)' ®.D)' @.+-DY' (), DY (m)
Where, Dy (i) :DVi—_V

,1<i<m

C. Performing LGXP on Each Block of both the
Normalized Iris Image and the I nput Face | mage:

In this, we apply LGXP to the normalized iris imaayed
also to the face image. LGXP is applied on eachhef

rescaled 1-U vectorD\i\‘ in order to obtain the feature of

blockD . After all the iterations, the LGXP generates a
residual vector for both the iris and the face imaghe
feature vectorr? (residual) of the block in face image and
the feature vector? which is feature vector of the iris are
represented as follows:

Fl=(FLE, ..., ED

19 = (I 1], e, L)

where,F? and I represents the residual of the LGXP

results of D).

a) LGXP: Local Gabor XOR Patterns. Initially the
image is passed through the Gabor filter, where the
convolution of the image with the Gabor kernels is
done to get the required output, i.e.,

Gu,v(Z) =1(2) * (pu,v(z)

Here, I(z)denotes the input image, and * denotes the
convolution operatorz denotes the pixel ang v denotes
the Gabor kernel with orientation and scale, whish
defined as follows

PP (_“kuﬂi”z”z”z) . i
Qun(@) = e w? [eltwt —e77]

Where||x|| denotes the norm operator, the wave vector

is defined as follows:

k,,= k,e®

o

Where k, = k}";“‘ and 0, == ;

maximum frequency and’ is the spacing between kernels
in the frequency domain.

For each Gabor kernel, at every image pixel, a éexnp
number containing two Gabor parts, with real gagf, (z)
and imaginary parfm,,(z) can be generated. Based on
these two parts, magnituda,, ,(z) and phasep, ,(z) can
be computed by the following formulas:

Kmax 1S the
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Aun(2) = J Im2 ,(2) + ReZ, (2)

)

Puv(2) = arctan(%
In LGXP, we make use of the phase information ahea

pixel and then processing it and plotting histogsaim
response to the analysis made on each pixel. tHerdasic
idea is to alleviate the sensitivity of Gabor phasethe
varying positions. We can see that, when the twaseh
belong to the same interval they have almost sinideal
features and otherwise, they reflect different Iéeatures.

The LGXP works as follows:

i At first, in a LGXP Descriptor phases are quantized
into different ranges. The number of phase ranges i
made such a way that to make the patterns robulseto
variations of Gabor phase, hence cannot be too. high
After the quantization process each of the phastgeva
is quantized into the quantized level values.

q (Qu,v (k) =i

360 * i
b

360 (i +1

if < 0,0k < b—1

@,,,(k) is the phase value of the pixel amd, ., (k)) is
the quantized value of the phase ands the number of
phase ranges.

In our case, we have takéras 4, so that we get 4 phase
ranges and are given the table below.

LGXP, ,(z.) = [LGXPF,, LGXP},!

Table 1. Quantized phase value for the input phase

Phase Range( in degrees) Quantized Phase Value
0-89 0
90-179 1
180-269 2
270-359 3

We have opted for four phase range levels whicleaeh
a good balance between the robustness to phasivasi
and representation power of local patterns.

ii. Subsequently LGXP operator is applied to the
guantized phases of the central pixel and eachsof i
neighborsLGXP.,(P = 1,2,...,P)  denotes  the
pattern calculated between, and its neighborz; ,
which is computed as follows:

LGXP[Z,V = Q((Du,v (Zc) XOR q((au,v (Zi))

?,,(z.) where denotes the phase ap@,,(z)) is the
qguantized value of the phase and whegéenotes the
central pixel position in the Gabor phase map withlev
and orientationu , Pis the size of neighborhood. XOR
operation is defined as follows:

1;
0,

A=B
AXORB = { otherwise
iii. Finally the resulting binary labels are concatetiate
together as the local pattern of the central pixel.

p

1 — i-1 i
PL,] pinary = Zz . LGXP},

v, LGX

Lo Wy e W
i=1
95 336 145 1 3 1 0 1 0
232 135 78
> 2 1 0 > 1 1
164 186 262 1 2 2 0 1 1

(@) (b)

o) (

Figure. 3. Example of LGXP method where the phasgdtized into 4 ranges.

In the shown example (figure 3), (a) is the matrix
showing the initial phase of the pixels after pagghrough
the Gabor filter, (b) is the matrix obtained aftdre
guantization and (c) is the matrix obtained aftez XOR
comparison with the center quantized value. Frorma th
matrix we infer that binary value obtained is 01001 and
its decimal value equivalent value of 93.

H=[H

p H,

oo, L7 wer e e ey Tl 0 my e e

WhereH,, ,,; (i = 1,....m) denotes the histogram of the

i" sub-block of LGXP map with scale and orientationv

D. Concatenation of Feature Vector and the Count of
Irrelevant Pixels of the Iris Image and the Feature Vector
of the Face I mage

© 2010, IJARCS All Rights Reserved

eney

iv. With the pattern defined above, one pattern map is
calculated for each Gabor kernel. Then, each patter
map is divided into non-overlapping sub-blocks, and
the histograms of all these sub-blocks of all ttales

and orientations are concatenated to form the LGXP

descriptor.

H

Hyy—109-1,15 o woe oo woer Hug—1.09-1.m)

We concatenate the feature vectors of both theaini the
farce image along with the count of irrelevant fgxi the
face image. In order to provide accurate recogmitad
individuals, the most discriminating informationepent in
an iris pattern must be extracted which will alsclide the
noisy pixels. But if we remove all the noise blacksen
there is a chance of missing some useful informafar

efficient iris recognition. Therefore it is very partant to
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know the importance of each block based on thevaele
and irrelevant pixels. This is achieved by countitig
number of irrelevant pixels in each block with thedp of a
threshold value. Thus, let the number of irrelevzirels for

a block D in the normalized iris imagenorr‘r(I) is

represented a@r. After finding out the number of

irrelevant pixels in the iris image, we concaterthtefeature
vector of each block with its corresponding courit o
irrelevant pixels, and store the concatenated veatghe
database for further processing.

The concatenated feature vector is given by:

T9=(FLE, e B LI i, LA,C))

Where F9 and 19 represents the residual of the LGXP

results of D\;\' for the face and iris image respectively and
C, number of irrelevant pixels for a blo€k .

C. Feature Matching:

In feature matching, a test sample is taken and its
concatenated feature vector comprising of the featactor
of both iris and the face and also the number reférant
pixels in the iris image is computed. Then, the aheiy
score is calculated by comparing the feature veatérthe
test iris image with the feature vectors of the irmages
available in the database using a distance mea3ine.
same process is done for the face image too. Hxoek
weightage is incorporated into the matching scarethat
the noisy blocks and important blocks obtain vasisgore
value. The following steps are involved in the rhaig
phase.
i. Calculation of weightage based on irrelevant
pixels on each block
ii. Score computation using Distance Metrics
iii. Average matching score based on weightage

a. Calculation of Weightage Based on Irrelevant
Pixels:

The concatenated feature vector is computed fasa t
sample having both the iris and the face image iarsl
compared with the concatenated vectors of anrirage and
face image of the database. For each block, weileédcthe
block weightage based on the irrelevant pixelesf sample
and an iris and face image of database. Let thebaurof
irrelevant pixels corresponding to the first blooka test

sample beC, and image of database 8, . Then, the

weightage W, of the first block is calculated using the
following formula,

C . C
1-—r ¥ <05
Wy = dl x d2 dl x d2
0; otherwise

where,C, = maximum(C, -C,)

Using the above equation, the blocks are attaingd b
three different set of values for instance, thecklwithout

noise obtainWy =1, the block with partial noise obtain

05 <Wy <1 and the block with noise obtaiWy =0.

Similarly, we compute the block weightage for evblgck
with respect to test image and sample of the databa
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b. Score Computation Using Distance Metrics:

We have adopted Euclidean distances (ED) measure fo
the score computation. Selecting an appropriatelesity
measure for matching feature vectors is crucialseiéction
of distance measure compliments the proposed tggéni
This metric gives a score, which indicates the Isirty
between two feature vectors (test sample and images

database). Thus, for each block, the ED measfie

between the feature vectors sky and T, is determined
using following equation,

S, =ED (Trq1th) :1 Z(Triq _Ttiq)z
i=1

c. Average Matching Score Based on Weightage:

In the previous steps, we have obtained a matcinge
and block weightage for all the blocks. These tatugs are
then utilized to compute thO........................ e.average
matching score of the iris image. The following mada

used for finding the average matching schfedvg is given

2 M,
b=1
Zzﬂ (1_WYh )

where M =S, x (1-W,)
M ->Weightage of block pair
We obtain the vaIueMavg) after performing average

as follows.

M =

avg

matching of all the images. This value is used ¢cidk
whether the test sample is already present in aftebdse or

not. If the obtained valudVl,;is less than the predefined

threshold (P ), then the test sample is present in the
database.

V. RESULTS AND DISCUSSION

The proposed technique for face and iris recogmitgo
implemented in MATLAB. In this section, we discuassd
analyze the proposed technique. In sub-section thd
database used for the testing the proposed system i
discussed. The sub-section 4.2 describes the obveral
experimentation used in the proposed technique. iAritde
section 4.3, the evaluation results are presentechvshows
that the proposed technique is more efficient coegbdo
the baseline techniques.

A. Database:

For the purpose of testing and evaluation of pregdos
technique and rating its performance we have mddaeo
face images from AT&T [32] and iris images from the
CASIA iris image database [31]. We have made use of
CASIA iris image database included 174 iris imaffesn
50 eyes where for each eye, 7 images are captboedhe
face 174 face images from AT &T were utilized hayvi2b
faces where for each face, 7 images were captiiack
images and the Iris images from the databasesharensin
figure 4 and 5 respectively.
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B. Experimentation:

This section describes the experimentation of the
proposed technique of the face and iris detectginguiris
images taken from the CASIA database and the faegés
taken from AT&T database. For training the featwesis,
we have taken 100 iris images from different pessamd an
equal number of face images from them. The conesten
vector is computed for taken iris images and tloe fanages
using the proposed technique. For recognition phase
have taken 325 iris images and face images thdmdec
trained and untrained iris images.

" Pad: PP I

Figure. 5. Iris images taken from CASIA iris databa

At first, the iris images are preprocessed whidiudes
the stages iris segmentation and iris normalizatidhe
input image and the corresponding segmented and
normalized image are shown in figure 6. Each of faee
image and the normalized iris image is partitioriath
multiple small blocks and each block is convertedbo i
1-U vector and rescaling is applied. Then LGXP is
applied to each block for feature extraction. Thee
calculate the number of irrelevant pixels in ths image,

© 2010, IJARCS All Rights Reserved

C, for each block which includes the pixels in the-taghes
and the eye-lids for each block.

g ! |
F

o
T NP
0 0 ©
Figure. 6: (a) Input Iris image (b) Segmentedimage (d) Normalized iris
image

Subsequently we form the concatenated vector having
the feature extracted from the both the face aisdirrage,
and also the number of irrelevant pixels in the image and
is stored in the database. In the testing and atialuphase,
the concatenated vector is formed using the prapose
technique and it is matched with vectors presenthim

database to find the average matching sMg@,g . If the
obtained vaIueMan is greater than or equal to the

threshold value, then there is a match else thera i
mismatch.

1010 ‘ T

1005 -

o /\ \: |
RN

I | | i | | i \
E
1

Figure. 7. The plot of LGXP of the combined irisage and face image

The above plot (Figure 7) shows the LGXP values$ tha
we got using our proposed technique. Here for ebtogk,
LGXP value is computed and plotted in the graphe Th
LGXP value for a block comprises of both the iriglahe
face image values. From the analysis made fromebelts
obtained using the proposed technique, we canhseette
performance of the proposed technique is more ieffic
when compared to that of the baseline technique.

C. Comparative Analysis:

In the comparative analysis, we present the evaluat
results of baseline technique which is the LBP &nel
proposed technique LGXP. We measure the error iates
order to determine the accuracy of the face andirike
recognition system. There are two types of errdesra
namely, False Non-Match Rate (FNMR) and False Match
Rate (FMR). FNMR is the probability rate at whidhmet
number of iris and face images which is erroneously
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received as Non-Match whereas FMR is thebpbility rate
at which the number d&ce and iris images are erroneo
received as Match. The agacy measurement of the syst
is calculated using following formula:

Accuracy =100- [M;NMW}

For comparison of baseline and th@posectechnique,
we have estimatedhe error rates of each technic
separately using the iris database. The percenthgbe
recognition rates and the accuracy rate thor proposed
techniqueusing LGXP is calculated and compared to
baseline techniques and tiperformance of theproposed
technique is evaluated.

Table 2: Comparison result of the propogazhniquewith the
baseline technique.

CASIA Iris Database and AT & T Face Databas
FNMR FMR Accuracy
(%) (%) (%)
Baseline Technique
(using LBP) 3.87 29.54 96.18
Proposed System (using
LGXP) 4.08 20.42 97.498

Table 2 shows the performance ofie proposed
techniqueis evaluated with the help of parameters like F
Non-Match Rate (FNMR), False Match Rate (FMR)
accuracy and is compared with those of the bas
technique. It is clear that theproposed technique
outperforms the baseline techniques and has achie\
considerable improvement in the accuracy. We carbs¢h
FNMR and FMR have decreased by a great margin
hence resulting in the proposed techniqohieving geater
accuracy.

M LBP( baseline
technique)

B LGXP( proposed
Technique)

Figure. 8 Comparative results of the proposed techniquktlaa baselin
technique

In the figure 8, the grapkhows the comparative rest
of the LGXP and LBP. Ishows the comparative plot
FNMR, FMR and the accuracy. It is cledmat LGXP has
achieved a better result when compared to the

V. CONCLUSION

We have developed a muttiodal biometric recognitio
system for iris and face recognitiosing Local Gabor XOl
Pattern (LGXP). The proposed techniquensists of thre
modules, namely Preprocessing, Feature Extractioo

Matching. The input iris image was preprocessed \
segmentation and normalization processes aihe
normalized iris image obtained from the preprocessite|
and the input face inge after breaking down into blocks ¢
done LGXP for extracting the features. The extrh
features of the face and the iris along with thenber of
irrelevant bits in the iris are concatenated torfa single
vector. For experimentation, we have uséhe CASA iris
image databasend the AT & T face databz and the
evaluation results clearly demonstrated that thepgsec
technigque provides better accuracy in iriand face
recognition than the baseline technic
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