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Abstract: Shortest path routing leaves connections at risk of interception and eavesdropping since the path over which data packets travel is 
fairly predictable and easy to determine. Security has become one of the major issues for data communication over wired and wireless networks. 
Different from the past work on the designs of network security algorithms and system infrastructures, we will propose a dynamic broadcast 
routing algorithm that could randomize delivery paths for data transmission. The algorithm is easy to implement and compatible with popular 
routing protocols, such as the Routing Information Protocol in wired networks and Destination-Sequenced Distance Vector protocol in wireless 
networks, without introducing extra control messages. The simulation results have been verified from the proposed algorithm and it shows the 
capability of the proposed algorithm. 
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I. INTRODUCTION 

In the last years, various security-augmented measures 
have been introduced to improve the security of data 
transmission over public networks. Existing work on 
security-augmented data transmission includes the designs 
of network security algorithms and system infrastructures 
and security-enhanced routing methods. Their common 
objectives are often to defeat various threats over the 
Internet, including eavesdropping, spoofing, session 
hijacking, etc. 

One of the most obvious attacks to a communication 
network is packet interception which prevents data 
originating from one (or several) nodes to reach the 
destination. Eavesdropping can be thought as a “passive” 
form of interception, in which packets are “snooped” but not 
removed from the network. Among many well-known 
designs for network security based systems, the IP Security 
(IPSec) [23] and the Secure Socket Layer (SSL) [21] are 
popularly supported and implemented in many systems and 
platforms. AlthoughIPSec and SSL do greatly improve the 
security level for data transmission; they unavoidably 
introduce substantial overheads [1], [7], [13], especially on 
gateway/host performance and effective network bandwidth. 
For example, the data transmission overhead is 5 cycles/byte 
over an Intel Pentium II with the Linux IP stack alone, and 
the overhead increases to 58 cycles/byte when Advanced 
Encryption Standard (AES) [10] is adopted for 
encryption/decryption for IPSec [7]. 

Another alternative for security-augmented data 
broadcast transmission is to dynamically route packets 
between each source and its destination so that the chance 
for system break-in, due to successful interception of 
consecutive packets for a session, is slim. The intention of 
security-enhanced routing is different from the adopting of 
multiple paths between a source and a destination to 
increase the throughput of data transmission (see, e.g., [8] 
and [9]). In particular, Lou et al. [14], [15] proposed a 
secure routing protocol to improve the security of end-to-

end data transmission based on multiplepath deliveries. The 
set of multiple paths between each source and its destination  

 
is determined in an online fashion, and extra control 
message exchanging is needed. Bohacek et al. [2] proposed 
a secure stochastic routing mechanism to improve routing 
security.  

Similar to the work proposed by Lou et al. [14], [15], a 
set of paths is discovered for each source and its destination 
in an online fashion based on message flooding. Thus, a 
mass of control messages is needed. Yang and Papavassiliou 
[25] explored the trading of the security level and the traffic 
dispersion.They proposed a traffic dispersion scheme to 
reduce the probability of eavesdropped information along 
the used paths provided that the set of data delivery paths is 
discovered in advance. Although excellent research results 
have been proposed for security-enhanced dynamic broad 
cast routing, many of them rely on the discovery of multiple 
paths either in an online or offline fashion. For those online 
pathsearching approaches, the discovery of multiple paths 
involves a significant number of control signals over the 
Internet. On the other hand, the discovery of paths in an 
offline fashion might not be suitable to networks with a 
dynamic changing configuration. Therefore, we will propose 
a dynamic broadcast routing algorithm to provide 
securityenhanced data delivery without introducing any 
extra control messages. 

The objective of this work is to explore a 
securityenhanced dynamic broadcast routing algorithm 
based on distributed routing information widely supported in 
existing wired and wireless networks. We aim at the 
randomization of delivery paths for data transmission to 
provide considerably small path similarity (i.e., the number 
of common links between two delivery paths) of two 
consecutive transmitted packets. The proposed algorithm 
should be easy to implement and compatible with popular 
routing protocols, such as the Routing Information Protocol 
(RIP) for wired networks [16] and Destination-Sequenced 
Distance Vector (DSDV) protocol for wireless networks 
[20], over existing infrastructures. These protocols shall not 
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increase the number of control messages if the proposed 
algorithm is adopted. 

II. PROBLEM STATEMENT 

The objective of this work is to explore a security-
augmented dynamic broadcast routing algorithm based on 
distributed routing information widely supported in existing 
networks. In general, routing protocols over networks could 
be classified roughly into two kinds: distance-vector 
algorithms and link-state algorithms [11]. Distance-vector 
algorithms rely on the exchanging of distance information 
among neighbouring nodes for the seeking of routing paths. 
Examples of distance-vector-based routing algorithms 
include RIP and DSDV. Link-state algorithms used in the 
Open Shortest Path First protocol [19] are for global routing 
in which the network topology is known by all nodes. Our 
goal is to propose a distance-vector-based algorithm for 
dynamic broadcast routing to improve the security of data 
transmission.  

A network could be modeled as a graph G = (N, L), 
where N is a set of routers (also referred to as nodes) in the 
network, and L is a set of links that connect adjacent routers 
in the network. A path p from a node s (referred to as a 
source node) to another node t (referred to as a destination 
node) is a set of links (N1, N2) (N2, N3) ----- (Ni, Ni+1), where 
S=N1, Ni+1=t, Nj ε N, and Let Ps,t denote the set of all 
potential paths between a source node s and a destination 
node t. Note that the number of paths in Ps;t could be an 
exponential function of the number of routers in the 
network, and we should not derive Ps,t in practice for routing 
or analysis. 
Definition 1 (path similarity). Given two paths pi and pj, 
the path similarity Sim(pi,pj) for pi and pj is defined as the 
number of common links between pi and pj: 
Sim(pi,pj)=|{(Nx,Ny)|(Nx,Ny) ε pi ^(Nx,Ny) ε pj)}|, 

where Nx and Ny are two nodes in the network. 
The path similarity between two paths is computed 

based on the algorithm of Levenshtein distance [12]. 
The purpose of this research is to propose a dynamic 

broadcast routing algorithm to improve the security of data 
transmission. We define the eavesdropping avoidance 
problem as follows: 

Given a graph for a network under discussion, a source 
node, and a destination node, the problem is to minimize the 
path similarity without introducing any extra control 
messages, and thus to reduce the probability of 
eavesdropping consecutive packets over a specific link. 

III. SECURITY-AUGMENTATION OF  
DYNAMIC BROADCAST ROUTING 

A. Notations and Data Structures: 
The objective of this section is to propose a distance-

vector based algorithm for dynamic broadcast routing to 
improve the security of data transmission. We propose to 
rely on existing distance information exchanged among 
neighbouring nodes (referred to as routers as well in this 
paper) for the seeking of routing paths. In many distance-
vector-based implementations, e.g., those based on RIP, 
each node Ni maintains a routing table (see Table 1a) in 
which each entry is associated with a tuple (t,WNi,t,Next 
hop), where t,WNi;t, and Next hop denote some unique 
destination node, an estimated minimal cost to send a packet 

to t, and the next node along the minimal-cost path to the 
destination node, respectively. The proposed algorithm 
achieves considerably small path similarity for packet 
deliveries between a source node and the corresponding 
destination node. However, the total space requirement 
would increase to store some extra routing information. The 
size of a routing table depends on the topology and the node 
number of a network under discussions. In the worst case, 
we have a fully connected network. For each entry in the 
routing table shown in Table 1b, the 

Table 1: An Example of Routing Table for the Node Ni 
Destination Node(t) Cost(WNi;t) Next hop 

N1 7 N6 
N2 8 N21 
N3 9 N9 
: 
: 

: 
: 

: 
: 

(a) 
Destination 

Node (t) 
Cost 

(WNi;t) 
Next hop 

Candidates 
(Ct

Ni) 

History Record for 
Packet Deliveries to the 

Destination Node t  
(Ht

Nt) 
 

N1 7 {N6,N20,N21} {( N2, N21),( N3, 
N6),…..,( N31, N20)} 

N2 8 {N9,N21} {( N1, N9),( N3, 
N9),…..,( N31, N21)} 

N3 9 {N9} {( N1, N9),( N2, 
N9),…..,( N31, N9)} 

: : : : 
(b) 

(a) The routing table for the original distance-vector based routing 
algorithm. (b)  The routing table for the proposed security –enhanced 

routing algorithm. 
Additional spaces required for recording the set of node 

candidates (as shown in the third column of Table 1b) and 
for recording the routing history (as shown in the fourth 
column of Table 1b) are O(|N|). Because there are |N| 
destination nodes at most in each routing table, the 
additionally required spaces for the entire routing table for 
one node are O(|N|2). Since the provided distributed 
dynamic broadcast routing algorithm (DDBRA) is a 
distance-vector-based routing protocol for intra domain 
systems, the number of nodes is limited, and the network 
topology is hardly fully connected. Hence, the increase of 
the total space requirement is considerably small. However, 
the impact of the space requirement on the search time will 
be analyzed in the following section. 

B. Distributed Dynamic Broadcast Routing 
Algorithm: 

The DDBRA proposed in this paper consists of two 
parts: 

i. A randomization process for packet deliveries. 
ii. Maintenance of the extended routing table. 

a. Randomization Process: 
Consider the delivery of a packet with the destination t 

at a node Ni. In order to minimize the probability that 
packets are eavesdropped over a specific link, a 
randomization process for packet deliveries shown in 
Procedure 1 is adopted. In this process, the previous next 
hop hs (defined in Ht

Niof Table 1b) for the source node s is 
identified in the first step of the process (line 1). Then, the 
process randomly picks up a neighbouring node in Ct

Ni 

excluding hs as the next hop for the current packet 
transmission. The exclusion of hs for the next hop selection 
avoids transmitting two consecutive packets in the same 
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link, and the randomized pickup prevents attackers from 
easily predicting routing paths for the coming transmitted 
packets. 
Procedure 1 RANDOMIZEDSELECTOR(s, t, pkt) 

[i]. Let hs be the used Next hop for the previous packet 
delivery for the source node s. 

[ii]. if hs ε Ct
Ni then 

[iii]. if | Ct
Ni |>1 then 

[iv]. Randomly choose a node x from { Ct
Ni - hs} as a 

next hop, and send the packet pkt to the  node    x. 
[v]. hs x, and update the routing table of Ni. 

[vi]. else 
[vii]. send the packet pkt to  hs  . 

[viii]. end if 
[ix]. else 
[x]. Randomly choose a node y from Ct

Ni as a next hop, 
[xi]. and send the packet pkt to the node y. 

[xii]. hs y, and update the routing table of Ni. 
end if 

The number of entries in the history record for packet 
deliveries to destination nodes is |N|in the worst case. In 
order to efficiently look up the history record for a 
destination node, we maintain the history record for each 
node in a hash table. Before the current packet is sent to its 
destination node, we must randomly pick up a neighbouring 
node excluding the used node for the previous packet. Once 
a neighbouring node is selected, by the hash table, we need 
O(1) to determine whether the selected neighbouring node 
for the current packet is the same as the one used by the 
previous packet. Therefore, the time complexity of 
searching a proper neighbouring node is O(1). 

b. Routing Table Maintenance: 
Let every node in the network be given a routing table 

and a link table. We assume that the link table of each node 
is constructed by an existing link discovery protocol, such as 
the Hello protocol in [18]. On the other hand, the 
construction and maintenance of routing tables are revised 
based on the well-known Bellman-Ford algorithm [4] and 
described as follows: 

Initially, the routing table of each node (e.g., the node 
Ni) consists of entries  

{( Nj,WNi,Nj,CNi
Nj={ Nj },HNi

Nj=0)}, where Nj ε Nbri and 
WNi,Nj=wNi,Nj. By exchanging distance vectors between 
neighbouring nodes, the routing table of Ni is accordingly 
updated. Note that the exchanging for distance vectors 
among neighbouring nodes can be based on a predefined 
interval. The exchanging can also be triggered by the change 
of link cost or the failure of the link/node. In this paper, we 
consider cases when Ni receives a distance vector from a 
neighbouring node Nj. Each element of a distance vector 
received from a neighbouring node Nj includes a destination 
node t and a delivery cost WNj,t from the node Nj to the 
destination node t. 

IV. PERFORMANCE EVALUATION 

The purpose of this section is to evaluate the 
performance of the proposed algorithm, referred to as the 
DDBRA.  We compare the performance of DDBRA with 
the popular Shortest-Path Routing Algorithm (SPRA) and 
the Equal-Cost Routing Algorithm (ECRA) used in RIP. In 
SPRA, only one path with the minimal cost is derived for 
each source destination pair. On the other hand, more than 

one path can be accommodated in ECRA if their delivery 
costs are the same as that of the minimal-cost path.  

The primary performance metric is the average value 
[ESimPS]of path similarity for all source-destination pairs in 
PS. The values of [ESimPS]  is calculated by the following 
procedure: For each source-destination pair with the length 
of the minimal-cost path equal to l, a considerable number 
of packets are transmitted from the source node to the 
corresponding destination node. The average path similarity 
of the source-destination pair is calculated by summing the 
path similarity of each two consecutive packets divided by 
the packet number minus 1. The same operation is done for 
the rest of source-destination pairs. Finally, the value of 
[ESimPS] can be obtained by averaging the path similarity 
of all source-destination pairs with the length l of minimal-
cost paths. 
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Figure 1. Experimental results 

 
Figure 2.AT&T US topology 

 
Figure. 3. Analytic and experimental results of E[Simps] for AT&T 

US topology. 
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In the AT&T US topology, the cost of each link is set as 
1 or 4, depending on the bandwidth of each link. The bold 
lines in Fig. 2 represent the links with 9.6-Gbps bandwidth. 
The bandwidth of any other links is equal to 2.4 Gbps. In 
The simulated traffic is constant bit rate (CBR) over User 
Datagram Protocol (UDP). The interval time of CBR is 
10msand the packet size is 1,000 bytes. The simulation time 
is set to 100 seconds. In addition to path similarity, the 
performance of the proposed algorithm.  

Fig. 3 shows the analytic results of E[simps] derived by 
simulating the proposed algorithm over ns-2. The x-axis is 
for the length l of the minimal-cost path for source 
destination pairs, and the y-axis is for E[simps]. From this 
figure, the analytic results match the experimental results 
pretty well, which indicates that our mathematical analysis 
is validated against the simulation experiment. 

 
Figure 4. E[Simps] for AT&T US topology. 

Fig.4 shows the experimental results of E[Simps] for 
DDRA with Randomized Selector, DRA without 
Randomized Selector,  ECRA, and SPRA under the AT&T 
topology. From this figure, we observe that our DDRA-
based methodologies greatly outperform SPRA and ECRA 
for all l values under investigation,1 which indicates that our 
DDRA provides larger path variation and, thus, more secure 
packet routing. Also, the E[simps] values for SPRA, ECRA, 
and DDRA without Randomized Selector increases. The 
increasing rates for SPRA and ECRA are much larger than 
those for DDRA without Randomized Selector especially 
when l is large. Specifically, the E[simps] value for SPRA is 
the same as the length of minimal-cost path because all 
packets always go through the minimal-cost path between 
source-destination pairs.Onthe other hand, when l increases, 
E[simps]for DDRA with Randomized Selector increases and 
then decreases. For all l values, the performance of DDRA 
with Randomized Selector is better than that of DDRA 
without Randomized Selector. The Randomized Selector 
can prevent from selecting the previous Next hop for the 
current packet delivery and therefore avoids that consecutive 
packets are transmitted to the same Next hop. 

V. CONCLUSION 

  This paper has proposed a security-augmented 
dynamic routing algorithm based on distributed routing 
information widely supported in existing networks. The 
proposed algorithm is easy to implement and compatible 
with popular routing protocols, such as RIP and DSDV, over 
existing infrastructures. An analytic study was developed for 

the proposed algorithm and was verified against the 
experimental results. A series of simulation experiments 
were conducted to show the capability of the proposed 
algorithm, for which we have very encouraging results. We 
must point out that the proposed algorithm is completely 
orthogonal to the work based on the designs of cryptography 
algorithms and system infrastructures. Our security 
enhanced dynamic broadcast routing could be used with 
cryptography- based system designs to further improve the 
security of data transmission over networks. 
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