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Abstract: This paper presents a novel hybrid technique, merging the K-means algorithm with Genetic Algorithm (GA), aiming to enhance 

clustering performance. This approach leverages the strengths of both algorithms, enabling improved cluster generation by overcoming individual 

algorithmic limitations. The GA-KM algorithm is introduced to aid K-means in avoiding local optima, with GA exhibiting proficiency in 

determining optimal cluster initialization and parameter optimization. The focus is on developing a GA-based algorithm for generating high-

quality clusters efficiently. Notably, the research explores the application of this hybrid approach to address issues in the educational domain, 

specifically for out-of-school children. The fitness function in GA is tailored to the problem area, emphasizing the need for an appropriate system 

to study and address school children's problems. The research proposes a hybrid algorithm (KM-GA-NM-PSO) that amalgamates the best features 

of existing algorithms, thereby overcoming individual limitations and promising superior results. This hybridization is expected to yield high-

quality clusters with minimal function evaluations, outperforming other methods by producing clusters with small standard deviations on selected 

datasets. The proposed approach, combining KM, GA, NM, and PSO algorithms, demonstrates improved data clustering quality and algorithmic 

efficiency. 
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1. Introduction 

An improvement over the algorithm is a hybrid technique 

based on combining the K-means algorithm with various 

other algorithms. The combined approach of different 

algorithms therefore provides better performance using the 

goodness of the whole algorithm to overcome the 

disadvantage of any particular algorithm. Genetic algorithm 

is one of the most commonly used evolutionary algorithm 

techniques to solve a clustering problem. Therefore, a hybrid 

data clustering algorithm based on GA and k-means (GA-

KM) [1][2], which uses the advantages of both algorithms. 

The GA-KM algorithm helps the k-means algorithm to escape 

local optimum. GA has been shown to be able to determine 

the best cluster initialization and to optimize initial 

parameters [3][4][5]. GA defines a randomly generated 

population of people. These people are involved in the 

generation of new and better offspring by mutation / 

crossover. Decision on better offspring / individuals is 

achieved by fitness. The greatest benefit of genetic algorithms 

is that the fitness function can be changed to change the 

algorithm's behaviour. There is a wide variety of 

representations of individual or chromosomes [6][7][8]. The 

solutions are traditionally represented using fixed length 

strings, in particular binary strings, but alternative encoding 

has been developed. The main focus of the GA-based 

algorithm was to generate high-quality clusters in optimized 

time [9][10][11]. The focus of the current research was to use 

GA as an initial centroid selection tool and to study the 

performance of improved clustering of k-means. The 

applications of GA-based k means have been tested in 

literature on standard data sets, but educational data set 

specifically from the problem of school children has not been 

investigated. Current research has focused on developing an 

appropriate system to study school children's problems using 

basic k-means and improved k-means (GA with k-means). 

Consequently, the approach to the development of a new 

algorithm was problematic and the selection criteria or initial 

centroid influenced the nature of the domain [12][13][14]. In 

short, according to the problem area, the fitness function in 

GA has been defined. Apart from identifying preferable 

technique for out of school children problem, there is always 

a need to analyze quality of clusters. There will be good 

method to measure the quality of the better clusters and 

performance of clustering. The hybrid (KM-GA-NM-PSO). 

Algorithms contain all the best features of the existing 

algorithm that overcome the limitations of the individual 

algorithm when combined. The improvement of this 

combined approach will lead to even better results. This will 

be requiring a minimum number of evaluations of functions 

to achieve the optimum solution. Compared to other methods, 

the hybrid approach will be produces high-quality clusters 

with small standard deviations on selected data sets. It is 

proposed to combine with KM, GA, NM, PSO algorithms. 

This combination of hybrids improves the quality of data 

clustering and improves the algorithm [15][16][17]. 

 

2. Experimental results 

 

Step 1: K-mean method applies randomly choose k centroids 

from dataset for desired clusters assign to each data object to 

the cluster with the closet centroids [18][19][20]. Update the 

centroids by calculating the mean value of object within 

clusters. Repeat step 1.2 and 1.3 until termination centroids 

are met. 

Step 2: Generate initial population of size i({j1, 

j2,j3,......,ji}). 

• J1= k-mean (dataset) 

• J2=min (dataset) 

• J3=mean (dataset) 

• J4=max (dataset) 

• J5=Ji= random value of (dataset) 
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Step3: GA algorithm apply 

• Apply crossover operator on N particle (GA) 

[21][22]. 

• Apply mutation operator on update N particle (GA). 

Step4: NM simplex method apply  

• Initialization: Generate a population of size 3N+1. 

• Evaluation and Ranking: Evaluate the fitness of each 

particle rank them on the basis of fitness. 

• Apply NM operator to the top N+1 particle and 

replace the (N+1) particle with the update. 

Step PSO algorithm apply 

• Apply PSO operator for updating the remaining 2N 

particles. 

• Selection: from the population select the global best 

particle and the neighbourhood best particles. 

Velocity Update: apply update to the 2N particle 

with worst fitness according equations (3) & (4); 

Step5: If the termination conditions are not meet then go 

to back 4. 2. 

 

3. Simulations 

 

Iris Data Set [23][24][25] we used the Iris data set to bring 

our algorithms a pragmatic result. In this case, each data set 

in the Iris Data Set has the number of their own distributions 

that these items of  clusters and data are important to. Iris is 

used to set up a good comparison and algorithm for data sets. 

In this data set (n=150, d=4, k=3) it has three equal squares 

of 50 squares. In this data set we have 150 samples. It covers 

each class type of a class iris Flowers, in which four-digit 

properties are also included. These data sets are such that the 

length of the sepal in cm, width and height of the petals 

Widths are in cent-meters. There is no missing value in this 

data set [26][27][28]. 

 

4. Performance measure 

 

The Iris data set has been used in separate different 

algorithms, a predominantly KM algorithm, GA, NM,PSO 

Algorithm and K-GA-NM-PSO Algorithm have been 

developed in a table. In which good results have been found 

and the individual's best performance has been received. That 

compares to other clustering algorithms. K-mean algorithm in 

some cases there are problems. Just as in the beginning, there 

may be a set of solutions for the K-GA matching solution to 

the problem of a satellite base and its solutions. So, we are 

using the PSO algorithm. With the help of algorithms 

[29][30][31], it helps to maintain the integrity of all 

algorithms and simultaneously solve their problems. This is 

how the NM algorithm has been defeated again. NM 

algorithm helps us to provide a lot of efficient local research 

process from algorithms. But the NM algorithm is dependent 

on the starting point and this convergence is sensitive to 

choose the randomly the starting point and this can also be 

algorithms increase percentage in algorithm 

[32][33][34][35]. 

 

Table 1: Results 

K 

Value 

k-mean GA NM PSO k-mean+ GA+NM+PSO 

K=1 68.6166 66.0783 60.0123 70.2568 35.1443 

K=2 82.6219 68.635 59.3256 94.2564 50.6701 

K=3 129.5325 92.3585 91.6584 135.2567 20.3042 

K=4 203.5256 150.1065 149.2569 278.2547 48.0000 

K=5 355.2576 121.4141 360.5698 396.4567 91.2340 

K=6 328.016 198.7141 365.1245 421.2584 68.2677 

K=7 432.2051 268.4564 456.2584 547.1234 48.8133 

K=8 516.0121 339.368 591.4568 621.5487 16.2100 

K=9 645.2582 367.8258 679.2465 754.2547 54.5613 

K=10 766.1073 241.8844 790.4658 875.2547 33.0444 
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Fig 1. Comparison Results 

The comparison performance shown in the table is making it 

show as   KM, GA, NM, PSO vs. k-mean-GA-NM-PSO 

people have been reproduced and individual clusters are made 

in and between them. And calculation of performance details 

etc. Thus all the sets of KM-GA-NM-PSO algorithms are 

tested and as well as solutions of high-quality cluster have 

been developed. Which are designed in the form of distance 

of the best inter cluster. Also discovered are the storms 

standard deviation and the smallest found to near optimal 

solution of the run other algorithm may trap local optima in 

some of run.  It is found to better results , thus KM-GA-NM-

PSO keeps Algorithm a stronger one. This K-MEAN 

algorithm requires a smaller number compared to other 

algorithms and it is in relation to the functional visits. In this 

way we can say that by using the result of K-MEAN in KM-

GA-NM-PSO, the GA is in a good way, which is a great way 

to get access to a great tool from a single GA Is of algorithm 

produces new generation population from traffic for 

generation of pig production and the environment is resolved 

to a new baby environment. In this way a child's solution has 

many features of his measurement which can be created from 

new parents to newborn babies. But still there is not a good 

start with G.A., a good start with the combination of KM-GA 

to overcome its shortage can be started and new parents from 

new parents can be produced, and a suitable population size 

can also be made. Thus, KM-GA can be better equipped with 

algorithmic combination than PSO, meaning that the new 

population can be created at the onset of the cluttering process 

and can be speeded up in this situation and the health status 

can be discarded because it Less cluttering needs lesser 

working people, After we have done all the procedure, we can 

say that the outcome of PSO and NM-PSO clustering can be 

revised. With the K-MEAN algorithm, this hybrid algorithm 

ends with the first K-MEAN algorithm and if there is no 

change in this cluster's satire rayon vector, in the case of K-

PSO, K-MEAN algorithm results in one particle used in the 

form. The 5N-1 particles start randomly, so this hybrid is used 

in K-GA-NM-PSO. The 3N-1 angle creates the points 

continuously and NM-PSO then forms this form to complete 

the process. 

 

5. Conclusion 

 

The proposed hybrid clustering algorithm, combining K-

means with Genetic Algorithm (GA), presents a promising 

approach for addressing clustering challenges. The GA-KM 

algorithm effectively mitigates local optima issues, 

optimizing cluster initialization and parameters. The research 

focuses on the unique application of this hybrid approach to 

educational data sets, particularly addressing the problem of 

out-of-school children. The tailored fitness function in GA 

proves crucial for adapting the algorithm to the specific 

problem area. The proposed hybrid algorithm, incorporating 

KM, GA, NM, and PSO, demonstrates superior performance, 

producing high-quality clusters with minimal function 

evaluations and small standard deviations. This research not 

only advances clustering techniques but also addresses real-

world educational challenges, showcasing the potential of 

hybrid algorithms in improving both algorithmic efficiency 

and data clustering quality. 
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