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Abstract: In Today’s digital age, access to legal knowledge among students is crucial for fostering a well-informed citizenry. 

However, comprehending the intricacies of provisions of Indian Legal Acts, especially in a complex legal system like India’s, can 

be daunting, even for seasoned professionals, let alone for educational purposes among children. To bridge this gap and foster legal 

literacy from a young age, we introduced a PDF-based Closed-domain Question-Answering (CDQA) System for Indian Legal Acts. 

Our system simplifies educating students about provisions of Indian Legal Acts such as RTI(Right to Education), RTE(Right to 

Education), Anti-Dowry Act, etc. By leveraging natural language processing(NLP) techniques and machine learning algorithms, 

our system, powered by LangChain, enables users to pose questions in natural language related to Indian Legal Acts. LangChain 

represents a groundbreaking advancement in question-answer systems, harnessing the power of cutting-edge language models to 

provide accurate and comprehensive responses to user queries. Developed based on state-of-the-art NLP techniques, LangChain is 

a versatile and highly adaptable tool that offers a versatile solution with transformative potential across diverse industries, including 

education, healthcare, legal research, customer support, etc.  
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I. INTRODUCTION 

Question-answering systems have become quite popular for 

retrieving relevant information in a short time. In today’s digital 

era, many structured and unstructured data are generated daily 

through news articles, social media platforms, websites, etc. 

Extracting relevant and precise information from that bulk data 

is daunting [1]. Question-answering systems bridge the gap by 

enabling users to query structured datasets effectively, 

facilitating informed decision-making and comprehensive 

information retrieval. It needs a query from the user side that is 

further analyzed by the question-answering system, and then the 

relevant answer is fetched from the corpus[2]. Closed-domain 

Question -Answering Systems are domain-specific. Hence, 

their accuracy is high[3]. It is designed to respond to queries 

within a specific domain, such as Indian legal acts. For example, 

If someone wants to know, “Which age group does the Right to 

Education (RTE) act apply to?” then instead of going through 

multiple articles on the internet, it can provide a direct and 

accurate answer to the question, such as the age group to which 

the RTE act applies is 6 to 14 years old. 

LangChain introduces a groundbreaking approach to question-

answering systems, leveraging the wealth of information in 

PDF documents. With its innovative framework, LangChain 

seamlessly integrates advanced Natural Language Processing 

techniques with the structured format of PDFs, enabling 

efficient extraction and comprehension of textual data[4]. By 

harnessing the power of Large Language models and 

sophisticated algorithms, LangChain empowers users to pose 

queries in natural language and receive accurate and 

comprehensive answers extracted directly from PDF 

documents. This PDF-based question-answering system 

revolutionizes information retrieval, facilitating rapid access to 

knowledge encapsulated within legal documents, educational 

materials, and more. Whether unraveling the complexities of 

legal acts or educational content, LangChain sets a new standard 

for efficiency and accessibility in navigating the vast sea of 

information stored in PDF. LangChain operates through a 

sophisticated mechanism driven by a large language model 

(LLM) such as GPT (Generative Pre-Trained Transformer), 

augmented by prompts, chains, memory management, and 

question-answer retrieval [5]. The LLM forms the core, 

providing linguistic understanding. Prompts structure user 

interactions, while chains dictate system flow. Memory stores 

and retrieves contextual information, enhancing response 

accuracy. Question-answer retrieval matches user queries to 

store data, delivering relevant answers [6]. This mechanism 

harmoniously integrates advanced NLP techniques, facilitating 

efficient natural language processing and information retrieval 

tasks adaptable to diverse domains [7]. 

In this paper, the section ‘Ⅱ’ presents the Literature Survey. The 

section ‘Ⅲ’ is focused on data collection and methodology. 

Section ‘Ⅳ’ will demonstrate the result and discussions of the 

question-answering system. At last, we will proceed to the 

conclusion in section ‘Ⅴ.’ 

This research aims to build up a PDF document-based closed-

domain question-answering system for Indian legal acts for 

educational purposes so that students can get complex 

information related to these acts simply and more easily. 

II. LITERATURE SURVEY 

Information retrieval is a key component within Natural 

Language Processing. It aims to extract relevant answers from 

a given passage in response to a passed question[8]. In 

contemporary society, information retrieval is crucial in 

everyday activities, serving various practical purposes. Its 

applications span web searches, question-answering systems, 
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personal assistants, chatbots, and among other areas. The core 

objective of information retrieval is to efficiently locate and 

retrieve information that matches a user’s particular query [9]. 

Various model types are utilized in large language 

models(LLMs), such as those employed in LangChain. 

Predominantly, LLMs are central to the framework, operating 

by receiving a text string(prompt) and generating a 

corresponding text string as output. Additionally, LangChain 

incorporates other model types, including chat models and text 

embedding models. Chat models are tailored explicitly with 

structured APIs to process chat messages efficiently. On the 

other hand, Text Embedding models are adept at converting text 

inputs into corresponding embeddings, represented as lists of 

floating-point numbers. These embeddings are crucial when 

dealing with custom documents within the LangChain system 

[5]. LangChain offers a comprehensive set of functionalities to 

streamline the loading, transformation(splitting), storage, and 

querying of data. It provides the following classes to facilitate 

these operations [5]: 

• Document Loaders: These classes can load documents 

from various sources, including CSV, PDF, HTML, 

JSON, Excel, GitHub, Google Drive, etc. 

• Document Transformers: Designed to split documents 

into smaller chunks, enabling efficient processing by large 

language models (LLMs). 

• Text Embedding Models: These models input 

unstructured texts and generate a list of floating-point 

numbers representing corresponding embeddings. 

• Vector Stores: These classes aid in storing and retrieving 

the embedded data, facilitating efficient search operations. 

• Retrievers: Utilized to query data based on similarity 

metrics derived from embeddings.  

In LangChain, embeddings numerically represent text, 

aiding similarity search assessment and input selection for 

language models. Stored in vector databases, they enable 

efficient retrieval of semantically similar text. User queries, 

converted to embeddings, are compared with database 

entries using dot products or cosine similarity. The 

similarity score,  

 

            a * b = |a| * |b| * cos(α), 

 

determines relevance based on semantic proximity. Where 

a and b are the vectors being compared, ‘ |a|’ and ‘|b|’ are 

the magnitudes of the vectors, and ‘cos(α)’ is the cosine of 

the angle between them[10]. 

 

III. DATA AND METHODOLOGY 

A. LangChain Framework 

LangChain is a comprehensive framework for developing 

a question-answering (QA) system, developed by OpenAI, 

that utilizes advanced natural language processing (NLP) 

techniques and large language models to provide accurate 

and comprehensive responses to user queries. Here’s an 

explanation of the key aspects of the LangChain mode: 

 

• Language Model: LangChain is built upon a powerful 

language model developed by OpenAI, typically based on 

transformer architecture, such as GPT(Generative 

Pretrained Transformer). This language model undergoes 

extreme pre-training on vast amounts of text data, enabling 

it to understand and generate human-like text across 

various domains and topics. Through pretraining, the 

language model acquires the ability to capture semantic, 

syntactic, and contextual information from textual data, 

facilitating accurate and fluent responses. 

 

• Question-Answering with LangChain: LangChain 

specializes in question-answering tasks, allowing users to 

input natural language queries into the system. Leveraging 

its understanding of the query and the underlying text data, 

LangChain generates relevant answers with remarkable 

accuracy and fluency. This process involves mechanisms 

such as attention, enabling the model to focus on pertinent 

parts of the input text when formulating the process. 

• Fine-tuning for Domain-Specific Tasks: LangChain 

undergoes a fine-tuning process to optimize its 

performance further. The base language model is trained on 

specific domains or datasets relevant to the intended 

application during fine-tuning. This adaptation process 

enables LangChain to tailor its language understanding 

capabilities to particular tasks or domains, resulting in 

improved accuracy and relevance of responses [11]. 

 

• Integration of Information Retrieval Techniques: In 

addition to language modeling and question answering, 

LangChain incorporates information retrieval techniques to 

search through large collections of text data efficiently. 

This may involve indexing and storing text data in a 

structured format, facilitating fast retrieval of relevant 

documents or passages based on their similarity to a given 

query. 

 

B. Architecture of the Methodology 

Here are the steps of the methodology: 

 

a) Compiling a PDF for Indian Legal Acts:                     I 

have compiled a PDF      document containing details 

of 84 Indian Legal Acts sourced from diverse 

resources, including government websites like “India 

code.nic.in” and “india.gov.in” portal, along with 

information from NCERT books and some general 

knowledge websites 

. 

b) PDF Processing:  PyPDF2 library is used to read and 

extract text from PDF documents containing 

information regarding provisions of Indian Legal Acts. 

c) Text Splitting: The text is split into smaller chunks 

using a character-based text splitter, allowing for 

efficient indexing and retrieval. 

d) Embedding Generation: OpenAI embeddings are 

generated for the text chunks. These embeddings 

capture semantic and contextual information about the 

text, facilitating similarity computation and retrieval. 

e) Vector Storage: FAISS (Facebook AI Similarity 

Search) is used as a vector store to store and retrieve 
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embeddings efficiently. FAISS employs index 

structures and algorithms optimized for fast similarity 

search in high-dimensional spaces. 

f) Question- Answering:   The code utilizes 

LangChain’s QA capabilities, which involve 

processing user queries and retrieving relevant 

documents or passages from the indexed text data. The 

LangChain model employs attention mechanisms and 

transformer-based architectures to understand the 

context and semantics of queries and text data. The 

system uses similarity search algorithms to match user 

queries with the most relevant documents or passages 

based on the embeddings and their similarities. 

 

g) Retrieval-based Question -Answering:                     In 

addition to traditional QA, the script           demonstrates 

a retrieval-based approach, where relevant documents 

are retrieved based on similarity to the query using 

FAISS. Then,                  LangChain processes the 

retrieved documents to provide an answer to the query. 

 

h) Language Model: LangChain leverages OpenAI’s 

language model, a GPT (Generative Pre-trained 

Transformer) architecture variant. GPT models are 

based on transformer neural networks and pre-trained 

on large corpora of text data to understand and 

generate human-like text. 

i) Answer Display: At the end, answer of the query is 

displayed.  

Overall, the combination of PDF processing, text splitting, 

language modeling, embedding generation, and retrieval-based 

techniques enables the LangChain system to answer questions 

related to Indian Legal Acts effectively.  

 

➢ What is FAISS? 

 

FAISS (Facebook AI Similarity Search) is an efficient library 

for similarity search and clustering of large-scale datasets of 

vectors. It is primarily used for nearest neighbor search, which 

involves finding the vectors in datasets most similar to a given 

query vector. FAISS is particularly well-suited for high-

dimensional vector spaces. It is an essential tool in many 

machine learning and natural language processing tasks, 

including information retrieval, recommendation systems, 

multimedia search, natural language processing, and anomaly 

detection. 

 

 

 

  

 
 

IV. RESULT 

In figure no. 2, The code first loads a Question-Answer chain 

using the ‘load_qa_chain’ function with OpenAI as the 

language model and ‘map_rerank’ as the chain type. It also 

specifies ‘return_intermediate_steps=True’ to retrieve 

intermediate steps during the question-answer process. It then 

retrieves a set of documents(‘docs’) using similarity search 

based on the query “What are the provisions of RTE?” from the 

‘docsearch’ object. The QA chain is then applied to the 

retrieved documents and the query, and the‘results’ variable 

contains the output of the QA chain. Upon processing the query, 

the LangChain-powered system presents a concise yet 

comprehensive paragraph summarizing the key provisions 

outlined within the document. Each provision is meticulously 

detailed, covering aspects such as Right to Education, 

government obligations, financial considerations and other 

factors delineated within the PDF. The paragraph not only 

address the specific query posed by the user but also offers 

additional context and insights derived from the document’s 

content. 
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Furthermore, in figure no.3, the LangChain’s model’s ability to 

assign scores to intermediate steps provides transparency into 

the reasoning behind the selected provisions, allowing users to 

understand the rationale for each included detail. This ensures 

that users can trust the accuracy and relevance of the system's 

information.

 

 

 
 

 

 
In Figure 4, the code snippet executes a query, “When did the 

Right to Education Act come into force?” and then runs a QA 

chain to generate an answer. The generated answer provides the 

specific year when the Right to Education Act was enacted in 

2010. Again, it poses a second query, “What is article 21A?” 

and runs a QA chain to generate an answer. The generated 

answer summarizes Article 21A of the Indian Constitution, 

highlighting its free and compulsory education provision for 

children aged 6 to 14. 

In Fig 5, we can see a sample paragraph of the PDF containing 

information regarding the Right to Education Act. The system 

can get the answer to the question from the PDF document. We 

can see that the response matches the PDF document. By 

calculating the map-rerank score of each query, we can find the 

accuracy of any answer. (as shown in Fig 3 and Fig 4).
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V. CONCLUSION 

The result from the PDF-based question-answering system, 

powered by the LangChain model, provides valuable insights 

into the provisions outlined within the document related to the 

query. The LangChain model leverages state-of-the-art 

natural language processing techniques to analyze the content 

of the PDF comprehensively, extracting pertinent information 

that directly addresses the user’s query. Through 

sophisticated techniques such as mapping and reranking, 

integrated seamlessly within the LangChain framework, the 

system identifies passages with high relevance and 

confidence levels, ensuring the accuracy and reliability of the 

provided answer. 

This system will help enhance students' knowledge regarding 

Indian Legal Acts. We can also update our PDF document by 

collecting information on new acts in the future. 
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