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Abstract: Predicting Future Stock Market Trends with Python & Machine Learning with the advent of technological marvels like global 
digitization, the prediction of the stock market has entered a technologically advanced era, revamping the old model of trading. With the 
ceaseless increase in market capitalization, stock trading has become a centre of investment for many financial investors. Many analysts and 
researchers have developed tools and techniques that predict stock price movements and help investors in proper decision-making. Advanced 
trading models enable researchers to predict the market using non-traditional textual data from social platforms. The application of advanced 
machine learning approaches such as text data analytics and ensemble methods have greatly increased the prediction accuracies. 
 
Keywords: Future Market Trend, Machine learning model. 
 

I. INTRODUCTION 

A advancement in the fundamental aspects of information 
technology over the last few decades has altered the route of 
businesses. As one of the most captivating inventions, financial 
markets have a pointed effect on the nation’s economy. The World 
Bank reported in 2018 that the stock market capitalization 
worldwide has surpassed 68.654 trillion US$. Over the last few 
years, stock trading has become a centre of attention, which can 
largely be attributed to technological advances. Investors search for 
tools and techniques that would increase profit and reduce the risk. 
However, Stock Market Prediction (SMP) is not a simple task due to 
its non-linear, dynamic, stochastic, and unreliable nature. 

 Market Data: Market data are the temporal historical price-related 
numerical data of financial markets. Analysts and traders use the 
data to analyze the historical trend and the latest stock prices in the 
market. They reflect the information needed for the understanding of 
market behaviour. The market data is usually free, and can be 
directly downloaded from the market websites. Various researchers 
have used this data for the prediction of price movements using 
machine learning algorithms. The previous studies have focused on 

two types of predictions. Some studies have used stock index 
predictions like the Dow Jones Industrial Average (DJIA), Nifty, 
Standard and Poor’s (S&P) 500, National Association of Securities 
Dealers Automated Quotations (NASDAQ), the Deutscher Aktien 
Index (DAX) index, and multiple indices. 
 
Technical Analysis: Technical analysis is the study of stock prices 
to make a profit, or to make better investment decisions. 
Technical analysis predicts the direction of the future price 
movements of stocks based on their historical data, and helps to 
analyze financial time series data using technical indicators to 
forecast stock prices. Meanwhile, it is assumed that the price moves 
in a trend and has momentum. Technical analysis uses price charts 
and certain formulae, and studies patterns to predict future stock 
prices; it is mainly used by short-term investors. The price would be 
considered high, low or open, or the closing price of the stock, 
where the time points would be daily, weekly, monthly, or yearly. 
 
Fundamental Analysis: Fundamental analysis calculates a genuine 
value of a sector/company and determines the amount that one share 
of that company should cost. A supposition is made that, if given 
sufficient time, the company will move to a cost agreeing with the 
prediction. If a sector/company is undervalued, then the market 
value of that company should rise, and conversely, if a company is 
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overvalued, then the market price should fall. The analysis is 
performed considering various factors, such as yearly fiscal 
summaries and reports, balance sheets, a future prospectus, and the 
company’s work environment. 
 

II. LITERATURE SURVEY 

"What other people think” has always been an important piece of 
information for most of us during the decision-making process. The 
Internet and the Web have now (among other things) made it 
possible to find out about the opinions and experiences of those in 
the vast pool of people that are neither our personal acquaintances 
nor well-known professional critics — that is, people we have never 
heard of. And conversely, more and more people are making their 
opinions available to strangers via the Internet. The interest that 
individual users show in online opinions about products and 
services, and the potential influence such opinions wield, is 
something that is driving force for this area of interest. And there are 
many challenges involved in this process which need to be walked 
all over in order to attain proper outcomes out of them. In this 
survey we analyzed basic methodology that usually happens in this 
process and measures that are to be taken to overcome the 
challenges being faced. 

III. PROBLEM  STATEMENT 

Time Series forecasting & modelling plays an important role in data 
analysis. Time series analysis is a specialized branch of statistics 
used extensively in fields such as Econometrics & Operation 
Research. Time Series is being widely used in analytics & data 
science. Stock prices are volatile in nature and price depends on 
various factors. The main aim of this project is to predict stock 
prices using long short-term memory (LSTM). 

 

IV. OBJECTIVE 

The main objective of this paper is to propose an AI based solution 
for predicting future market trends for any organization, production 
or sales in this we have taken into account Microsoft data. 
Stock market is one of the major fields that investors are dedicated 
to, thus stock market price trend prediction is always a hot topic for 
researchers from both financial and technical domains. 
As the artificial intelligence techniques evolved in recent years, 
many proposed solutions attempted to combine machine learning 
and deep learning techniques based on previous approaches, and 
then proposed new metrics that serve as training features such as Liu 
and Wang. 
There are three key contributions of our work : 
 a new dataset extracted and cleansed 
  a comprehensive feature engineering, and 
 a customized long short-term memory (LSTM) based learning 

model. 
 

V. METHODOLOGY 

Proposed systems: The prediction methods can be roughly divided 
into two categories, statistical methods and artificial intelligence 
methods. Statistical methods include logistic regression model, 
ARCH model, etc. Artificial intelligence methods include multi-
layer perception, convolution neural network, naive Bayes network, 
back propagation network, single-layer LSTM, support vector 

machine, recurrent neural network, etc. We used a Random Forest 
Classifier. 
 
Random Forest Classifier: The random forest is a classification 
algorithm consisting of many decision trees. It uses bagging and 
features randomness when building each individual tree to try to 
create an uncorrelated forest of trees whose prediction by committee 
is more accurate than that of any individual tree. 
 
Working of Random Forest: A random forest algorithm consists 
of many decision trees. The ‘forest’ generated by the random forest 
algorithm is trained through bagging or bootstrap aggregating. 
Bagging is an ensemble meta-algorithm that improves the accuracy 
of machine learning algorithms. 
The (random forest) algorithm establishes the outcome based on the 
predictions of the decision trees. It predicts by taking the average or 
mean of the output from various trees. Increasing the number of 
trees increases the precision of the outcome. 
 

 
Fig1. Tally: Six 1s and three 0s (prediction1) 

 
Features of a Random Forest Algorithm :-It’s more accurate than 
the decision tree algorithm. 
 It provides an effective way of handling missing data. 
 It can produce a reasonable prediction without hyper-

parameter tuning. 
 It solves the issue of over fitting in decision trees. 
 In every random forest tree, a subset of features is selected 

randomly at the node’s splitting point. 

How random forest algorithm works : 
 Understanding decision trees- Decision trees are the building 

blocks of a random forest algorithm. A decision tree is a 
decision support technique that forms a tree-like structure. An 
overview of decision trees will help us understand how 
random forest algorithms work. 

 A decision tree consists of three components: decision nodes, 
leaf nodes, and a root node. 
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Fig2. Decision Tree 

 
Applying decision trees in random forest- The main difference 
between the decision tree algorithm and the random forest algorithm 
is that establishing root nodes and segregating nodes is done 
randomly in the latter. The random forest employs the bagging 
method to generate the required prediction. 

 
 Bagging involves using different samples of data (training data) 

rather than just one sample. A training dataset comprises 
observations and features that are used for making predictions. 
The decision trees produce different outputs, depending on the 
training data fed to the random forest algorithm. These outputs 
will be ranked, and the highest will be selected as the final 
output. 
 

 Classification in random forests- Classification in random forests 
employs an ensemble methodology to attain the outcome. The 
training data is fed to train various decision trees. This dataset 
consists of observations and features that will be selected 
randomly during the splitting of nodes. 

Fig3. Random Forest Classifier 

Random Forest works in two-phase first is to create the random forest 
by combining N decision tree, and second is to make predictions for 
each tree created in the first phase. 
The Working process can be explained in the below steps and 
diagram 
 Step-1: Select random K data points from the training set. 
 Step-2: Build the decision trees associated with the selected data 

points (Subsets). 
 Step-3: Choose the number N for decision trees that you want to 

build. 
 Step-4: Repeat Step 1 & 2. 

 Step-5: For new data points, find the predictions of each 
decision tree, and assign the new data points to the category that 
wins the majority votes. 

VI. IMPLEMENTATION 

Let's say we want to make money by buying stocks. Since we want to 
make money, we only want to buy stock on days when the price will 
go up (we're against shorting the stock). We'll create a machine 
learning algorithm to predict if the stock price will increase 
tomorrow. If the algorithm says that the price will increase, we'll buy 
stock. If the algorithm says that the price will go down, we won't do 
anything. 
We want to maximize our true positives - days when the algorithm 
predicts that the price will go up, and it actually goes up. Therefore, 
we'll be using precision as our error metric for our algorithm which is 
true positives / (false positives + true positives). This will ensure that 
we minimize how much money we lose with false positives (days 
when we buy the stock, but the price actually goes down). 
This means that we will have to accept a lot of false negatives - days 
when we predict that the price will go down, but it actually goes up. 
This is okay, since we'd rather minimize our potential losses than 
maximize our potential gains. 
 
Method: Before we get to machine learning, we need to do a lot of 
work to acquire and clean up the data. Here are the steps we'll follow: 
 Download historical stock prices from Yahoo finance 
 Explore the data 
 Setup the dataset to predict future prices using historical prices 
 Test a machine learning model 
 Setup a back testing engine 
 Improve the accuracy of the model 
 
Downloading the data: First, we'll download the data from Yahoo 
Finance. We'll save the data after we download it, so we don't have to 
re-download it every time (this could cause our IP to get blocked). 
We'll use data for a single stock (Microsoft) from when it started 
trading to the present. 
As we can see, we have one row of data for each day that Microsoft 
stock was traded. Here are the columns: 
 Open - the price the stock opened at. 
 High - the highest price during the day 
 Low - the lowest price during the day 
 Close - the closing price on the trading day 
 Volume - how many shares were traded 
 
 

  
 

Fig4. Data Table 

Preparing the data: 

First, we'll identify a target that we're trying to predict. Our target will 
be if the price goes up or down tomorrow. If the price went up, the 
target will be 1 and if it went down, the target will be 0. Next, we'll 

 

 

 



Lakshyaraj Singh Dalawat et al, International Journal of Advanced Research in Computer Science, 13, Special Issue 1, June 2022,92-96 

International Conference On 
Multi-Disciplinary Application & Research Technologies (Icmart-2022) 

Date: 27-28 May 2022 
Organized by Department, Computer Science & Engineering, 

Geetanjali Institute of Technical Studies, Udaipur (Rajasthan) India 
© 2020-2022, IJARCS All Rights Reserved      95 

shift the data from previous days "forward" one day, so we can use it 
to predict the target price. This ensures that we don't accidentally use 
data from the same day to make predictions! Then, we'll combine 
both so we have our training data. 

 
Fig5. Data Table (prepared) 

 

 Creating a machine learning model: 
Because we're dealing with time series data, we can't just use cross-
validation to create predictions for the whole dataset. This will cause 
leakage where data from the future will be used to predict past 
prices. This doesn't match with the real world, and will make us 
think that our algorithm is much better than it actually is. 

Instead, we'll split the data sequentially. We'll start off by predicting 
just the last 100 rows using the other rows. 

We'll use a random forest classifier to generate our predictions. This 
is a good "default" model for a lot of applications, because it can 
pick up nonlinear relationships in the data, and is somewhat robust 
to over fitting with the right parameters. 

 

Fig6. Graph (prediction) 
 

        Improving accuracy: 

The model isn't very accurate, but at least now we can make 
predictions across the entire history of the stock. For this model to 
be useful, we have to get it to predict more accurately. 
 

 
Fig7. Graph (after improving accuracy) 

VII. CONCLUSION 

This solution is to build an Artificial Intelligence based Model 
which can predict Microsoft trends by analyzing the past year’s data 
(/ trends). Microsoft trends can be predicted and thus it helps to 
grow the business. Also, through this we find out This is an ideal 
algorithm for developers because it solves the problem of overfitting 
of datasets. It’s a very resourceful tool for making accurate 
predictions needed in strategic decision making in organizations. 
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