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Abstract: The healthcare applications frequently collect and store the patient data (mostly multivariate) to examine the history of the treatment 
and thereby enhance the effectiveness of treatment. The efficient treatment to the patient depends on the performance of the machine learning 
models used for analytics tasks of patient data. It is convenient to have a machine learning classification model in a healthcare application to 
predict the probability of an observation belonging to each possible class rather than predicting a class value directly for any disease 
classification problem. Such predicted probabilities are required to be calibrated to assist the overall support and confidence of any machine 
learning classification model used in many healthcare applications. In this paper, the predicted probabilities are studied to diagnose and improve 

the calibration of models used for probabilistic classification. The general performance of selected classification models on the two latest wart 
skin disease treatment data is also reported. 
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I. INTRODUCTION 

In the current era of big data, the technological 
advancements are boosting the effectiveness in the healthcare 
applications. Today, doctors are well equipped with the results 
of advanced analytics performed on the history of patient 
records to serve the patients effectively. The electronic 
information about the patients provided to doctors must be 
increased to enhance the overall effectiveness of the treatment 
given to the patients. However, having access to the important 
patterns in the patients’ data could be a routine job for any 
disease diagnostic expert. The diagnostic experts would 
certainly find it handy to understand the patient’s risks in 
disease through various patterns found in the readings, 
laboratory test results, race, gender, case history, and 
socioeconomic standing. Presently, the domain of data 
analytics has contributed in various spectrums to understand 
and analyze healthcare data [1-3]. Data analytics has proven to 
be an effective approach in enhancing the medicinal treatment 
for the patients [4], facilitating the great advantage to 
clinicians, to enhance the quality of their expert choices during 
patient diagnoses. Subsequently, it has contributed to speedy 
recovery of patients with cost-effective treatment [1-4]. 
Machine learning has always been the driving force for data 
analytics, and has been very powerful in analyzing massive 
data sets that are beyond the normal human capability for 
analysis [7-9]. Machine learning has the capability of 
converting the analytical results into the information, suitable 
for physicians to gain clinical insights that aid them in 
designing and providing enhanced health care for patients. 

 
The important applications of the proposed study is 

threefold; it aids the statisticians to explore the behavior of 
probabilistic classification models towards multivariate data; it 
equips the physicians with a tool that assists him/her in 
accurate patient diagnosis based on the probabilistic statistics; 
and, it aids the ailing patients gain economic medical treatment 
and rapid recovery. 

The following are the major contributions of the work 
proposed: 

• Performs Exploratory Data Analysis (EDA) on the 
multivariate data 

• Builds multiple probabilistic classifiers. 
• Performs the comparative study of performance of 

well-calibrated classifiers based on several evaluation metrics. 
 
Let, ‘T’ be an unseen outcome of the patient undergoing the 

two wart treatments, ‘E’ be the set of records showing the 
results of the patients who have undergone the two wart 
treatments stored in the form of Comma-Separated-Values, and 
‘P’ be the accuracy of classifying ‘T ‘based on ‘E’. Therefore, 
the classification problem in the current study can be defined as 
developing a machine learning model ‘M’ that gets trained by 
all the features (called Experience) present in ‘E’ to predict (a 
Task) ‘T’ by improving the accuracy performance ‘P’ during 
classification. 

 
The classification (predicting the probabilities) task is an 

important machine learning task that enables the predictions 
based on the available data sets referred to as history of 
treatment. The two data sets of wart treatment therapies chosen 
in this study is taken from the UCI Machine Learning 
Repository, contributed by the work of [5]. 

 
The rest of the paper is structured as follows. Section-II 

presents the related work in the field of healthcare data 
analytics. Section-III presents the detailed framework used in 
this study. Section-IV presents the experimental setup and the 
results of exploratory data analysis. Section-V presents detailed 
visualization and discussion of results. Section-VI concludes 
the work proposed and further extensions of this work. 

II. RELATED WORK 

There are many research studies conducted in the area of 
healthcare data analytics using machine learning. In the work 
of [7], many basic machine learning algorithms; such as 
Logistic Regression, KNN, Naïve Bayes and Decision trees 
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were modelled to predict the heart disease in the patients based 
on the data recorded from the patients [17][18]. The studies 
have also been conducted in the past to enumerate the various 
data mining algorithms for predicting the various diseases. One 
of the studies reported in [8], review various data mining 
models and their evaluation methods. The study attempts to 
determine the most efficient data mining methods used for 
medical diagnosing purposes. Many studies have been 
conducted under predictive modelling under the domain of 
Internet of Things (IoT) –based healthcare systems as seen in 
the work of [9]. Recently, research in the direction of 
determining the best classifier for five diseases based on the 
open data sets that are available online was conducted in the 
work of [10]. In their work, parametric and non-parametric 
machine learning algorithms were selected and their 
performance was evaluated. There have been the works in the 
literature that present the various ways of coupling the 
advanced technologies with artificial intelligence for effective 
diagnosis of various diseases [11]. Such systems have 
contributed in a number of ways to the medicinal communities 
from enhancing the quality of treatments given to the patients 
to enhancing the rapid methods of clinical decision making. 
There are studies conducted for remotely monitoring chronic 
diseases by collecting and analyzing the physiological data of 
the patients through the sensors connected to the patients [12]. 
The advent of big data has also opened many research avenues 
to the existing data analytics researches to explore the 
availability of platforms, technologies and open challenges 
pertinent to huge availability of healthcare data. Some studies 
conducted in this direction can be seen in the works of [13] 
[14] [15] [16]. There have been studies reported in the literature 
incorporating machine learning algorithms to predict the 
diseases through datasets of treatment and also to deal with the 
features of datasets, to eventually enhance the performance of 
the classifiers [20]. 

 
Recently, many machine learning classification and 

regression models were built in the work of [18] [19] to predict 
the response of treatment for patients having many different 
types of warts; such as common and/or plantar warts to the 
cryotherapy and/or Immunotherapy. The literature review 
shows that exploring various machine learning models on 
various parameter settings, predicted probabilities, and 
evaluation of machine learning models based on those 
parameter settings is still open for research. Additionally, the 
studies also influence various tools/ technologies used in the 
overall model development. 

 

III. METHODOLOGY 

The Fig. 1 shows the abstract framework of the proposed 

work. The two datasets of Wart skin disease treatment 

therapies; Cryotherapy and Immunotherapy are used in this 

study. The dataset description is as depicted in the tables I and 

II. 

 

 
Figure 1. Abstract Framework of the Proposed Work 

 

 

Table I: Variables in Cryotherapy Treatment Dataset 

Variable Description of Variable Value Types with their 

Count 

Sex Numeric Data 47 records with ‘male’ and 43 records 

with ‘female’ 

age Numeric Data in years. The range of data is 15 to 67 

Time Numeric Data showing ‘Time elapsed before 

treatment’ in months.  The range of data is 0 to 12 

Number_of_Warts Numeric Data showing the number of warts a patient 

has. The range of values are 1 to 12  

Type Numeric Data showing the type of warts. The values 

are ‘54’ for Common warts, ‘09’ for Plantar warts, 

‘27’ for both types of warts 

Area Numeric Data showing surface area of wart in 

millimeters. The range of values are 4 to 750  

Result_of_Treatment Binary Data showing Response_to_treatment. {0,1}  

 

Table II: Variables in Immunotherapy Treatment Dataset 

Variable Description of Variable Value Types with their 

Count 

sex Numeric Data 47 records with ‘male’ and 43 records 

with ‘female’ 

age Numeric Data in years. The range of data is 15 to 67 

Time Numeric Data showing ‘Time elapsed before 

treatment’ in months.  The range of data is 0 to 12 

Number_of_Warts Numeric Data showing the number of warts a patient 

has. The range of values are 1 to 12  

Type Numeric Data showing the type of warts. The values 

are ‘54’ for Common warts, ‘09’ for Plantar warts, 

‘27’ for both types of warts 

Area Numeric Data showing surface area of wart in 

millimeters. The range of values are 4 to 750  

Induration Numeric Data showing diameter of initial test in 

millimeters. The range of values are 5 to 70 

Result_of_Treatment Binary Data showing Response_to_treatment. {0,1} 

 

The Cryotherapy dataset is the data collected after the 

Cryotherapy treatment on 90 patients about 6 features. There 

are 90 rows and 6 columns in the Cryotherapy dataset. The 

Immunotherapy dataset is the data collected after the 

Immunotherapy treatment on 90 patients about 7 features. 
There are 90 rows and 7 columns in the Immunotherapy 

dataset. In both the dataset the only dependent variable is 

‘Result of Treatment’ which is either positive or negative. The 

data was collected about the success or failure of two therapies 

for wart disease treatment on 90 patients. A machine learning 

classification model for such multivariate data could predict 

the result of treatment for new patients based on the data that 
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was used to train the model. Many machine learning models 

have been researched either on a variety of parameter settings, 

or on different feature engineering statistics or on a variety of 

platforms for model development. 

 
In this study, 11 machine learning algorithms (Logistic 

Regression (LR), linear Support Vector Machine (lSVM), 

radial basis function Support Vector Machine (rSVM), 

Gaussian Naïve Bayes (GNB), Gaussian Process Classifier 

(GPC), k-Nearest Neighbor (kNN), Decision Tree (DT), 

Random Forest (RF), Multilayer Perceptron (MLP), Ada 

Boost (AB) and Quadratic Discriminant Analysis (QDA)) are 

employed to investigate the calibration of predicting 

probabilities of the classifiers. The primary motive of this 

study is to investigate the fitness and calibration efficiency of 

classifiers on the two multivariate healthcare datasets. 

IV. IMPLEMENTATION 

This study uses the open data sets available on UCI 
Machine Learning Repository [5]. The machine learning 
algorithms employed in this study are expected to output the 
predicted probabilities that are interpreted as their confidence 
levels directly. All the 11 machine learning algorithms are 
employed using Python-3.6, and scikit-learn v0.20.3 [6], 
machine learning libraries on Windows platform with a 64-bit 
computer. 

 

A. EDA 

The Fig. 2 and Fig. 3 shows the two heat maps that are 
showing the density of correlations between each of the 
variables in Cryotherapy and Immunotherapy datasets 
respectively. It is shown that in both the datasets except ‘area’ 
and ‘age’, all the attributes are found to be highly correlated. 

 

Figure 2. Clustered Heat Map of Cryotherapy Dataset 

 
 

Figure 3. Clustered Heat Map of Immunotherapy Dataset 

 

The Fig. 4 and Fig. 5 are showing the pair plots of 
Cryotherapy and Immunotherapy datasets respectively, and are 
used to investigate how each of the attributes are distributed, 
and to investigate whether the datasets are linearly separable. 
The pair plots show that only the attributes: ‘age’, time’, and 
‘number of warts’ are having slight uniformity in distribution.  

 
Within the context of the problem being solved, there are 

two major objectives, first is to get the most efficient 
classification model for the two datasets, the second is to 
investigate the calibration of the probabilistic classifiers to 
improve the confidence level in the accuracy of classification. 
The attributes that are showing low in the heat maps are 
contributing to the classification accuracy of the classification 
model. 

 

 
Figure 4. The Pair Plot for Independent Variables of Cryotherapy Dataset 
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Figure 5. The Pair Plot for Independent Variables of Immunotherapy Dataset 

 

V. EXPERIMENTAL RESULTS AND DISCUSSION 

The Fig. 6 shows the average performance of all the 11 
classifiers on the Cryotherapy dataset. The GNB classifier 
outperformed all the other classifiers giving 85.72%. This 
shows that the nature of data used to train any binary classifier 
is bound by the probabilistic characteristic of a GNB classifier. 
The GP classifier and the RF classifier are found to be almost 
equivalent to GNB classifier in their performance giving 
84.51% and 84.50%. 

 

LR kN lS rS GP DT RF ML AB GN QD

Accuracy 81.48 81.48 88.88 85.18 92.59 85.18 81.48 85.18 85.18 85.18 85.18

Precision 75.21 75.21 84.97 79 88.91 79 72.93 79 79 77.54 77.54

Recall 76.92 76.92 84.61 84.61 92.3 84.61 92.3 84.61 84.61 92.3 92.3

F1 80 80 87.99 84.61 92.3 84.61 82.75 84.61 84.61 85.71 85.71

Kappa 62.8 62.8 77.68 70.32 85.16 70.32 63.21 70.32 70.32 70.49 70.49

Avg 75.28 75.28 84.82 80.74 90.25 80.74 78.53 80.74 80.74 82.24 82.24
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Figure 6. Average Performance of ML classifiers for Cryotherapy Dataset 
 
The Fig. 7 shows the average performance of all the 11 

classifiers on the Immunotherapy dataset. The GP classifier 
outperformed all the other classifiers with 90.25%. The results 
show that the nature of data used to train binary classifiers is 
bound by the Gaussian distribution of data that is bound by the 
algorithm. The lSVM was slightly better giving 84.82% 
compared to GNB and QDA classifiers’ performance giving 
82.24%. 

LR kN lS rS GP DT RF ML AB GN QD

Accuracy 81.48 81.48 81.48 85.18 88.88 85.18 88.88 81.48 85.18 88.88 81.48

Precision 81.48 86.45 81.48 84.61 88 90.05 88 81.48 87.22 90.85 86.45

Recall 100 90.9 100 100 100 90.9 100 100 95.45 95.45 90.9

F1 89.79 88.88 89.79 91.66 93.61 90.9 93.61 89.79 91.3 93.33 88.88

Kappa 0 33.49 0 28.94 52.07 50.9 52.05 0 41.93 60.09 33.49

Avg 70.55 76.24 70.55 78.07 84.51 81.58 84.5 70.55 80.21 85.72 76.24
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Figure 7. Average Performance of ML classifiers for Immunotherapy 

Dataset 
                        

 
 

Table III. Average Performance of all the Machine Learning Classifiers 
 Accuracy Precision Recall F1 Kappa Avg 

C I C I C I C I C I 

LR 81.48 81.48 75.21 81.48 76.92 100.0 80.0 89.79 62.80 0.0 72.91 

kN 81.48 81.48 75.21 86.45 76.92 90.90 80.0 88.88 62.80 33.49 75.76 

lS 88.88 81.48 84.97 81.48 84.61 100.0 87.99 89.79 77.68 0.0 77.68 

rS 85.18 85.18 79.00 84.61 84.61 100.0 84.61 91.66 70.32 28.94 79.41 

GP 92.59 88.88 88.91 88.0 92.30 100.0 92.30 93.61 85.16 52.07 87.38 

DT 85.18 85.18 79.00 90.05 84.61 90.90 84.61 90.90 70.32 50.90 81.16 

RF 81.48 88.88 72.93 88.0 92.30 100.0 82.75 93.61 63.21 52.05 81.52 

MP 85.18 81.48 79.0 81.48 84.61 100.0 84.61 89.79 70.32 0.0 75.64 

AB 85.18 85.18 79.0 87.22 84.61 95.45 84.61 91.30 70.32 41.93 80.48 

GN 85.18 88.88 77.54 90.85 92.30 95.45 85.71 93.33 70.49 60.09 83.98 

QD 85.18 81.48 77.54 86.45 92.30 90.90 85.71 88.88 70.49 33.49 79.24 

 

The Table III shows the performance of all the 11 classifiers on 

both the datasets collectively. The GP algorithm outperformed 

all the other classifiers giving 87.38%. The GNB classifier was 

slightly better with 83.98% compared to Random Forest 

classifier with 83.98%.   

 

The figures (Fig. 8 to Fig. 11) are the calibration plots of all the 

11 classifiers that are employed on the two datasets. 
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Figure 8. The Calibration Plots-1 for 5 Classifiers for Cryotherapy Dataset 

 

 
Figure 9. The Calibration Plots-2 for next 6 Classifiers for Cryotherapy 

Dataset 
 

 
Figure 10. The Calibration Plots-1 for 5 Classifiers for Immunotherapy 

Dataset 

 

 Figure 11. The Calibration Plots-2 for next 6 Classifiers for Immunotherapy 

Dataset 
 
The Fig. 12 shows the confusion matrices and the ROC 

curves of the well calibrated classifiers for the two data sets. It 
can be seen in the figure 8 and 10 that GP and GNB 
probabilistic classification models are well calibrated classifiers 
for which the output of the predicted probabilities are directly 
interpreted as a confidence level for both Cryotherapy and 
Immunotherapy datasets. For instance, a well calibrated GP 
classifier is classifying the observations, such that among the 
observations to which it gave a predicted probability value 
close to 86% as shown in figure 6, is belonging to the positive 
class as seen in the figure 12(a) with the corresponding 
confidence levels as shown in the figures 11 and 12(b) through 
confusion matrix and ROC curves for Cryotherapy dataset. 
Similar observations can be seen in the figures 7, 12(c) and 
12(d) for Immunotherapy dataset. 

VI. CONCLUSION AND FUTURE ENHANCEMENT 

The healthcare data analytics have provided unprecedented 
advantages in tendering effective medical diagnosis and 
treatment of diseases. In the current research study, the 
combination of linear and non-linear algorithms; such as 
Logistic Regression, SVMs, Decision Tree, Random Forest, 
Gaussian Naïve Bayes, Gaussian Process, Adaboost and 
Quadratic Discriminant Analysis classification models were 
employed. The property of probabilistic classification models 
to become a well-calibrated classifier is investigated 
experimentally on the two healthcare datasets of wart treatment 
methods. The work proposed does not consider parameter 
tuning of the classification models employed. The future 
enhancement could be to tune the parameters and /or hyper 
parameters of the classifiers to improve the further 
performance, and also choose the multidimensional big datasets 
from different problem domains. The investigation of such 
datasets, on a distributed computing platform with parameter 
tuning can also be one of the extensions of the work. 
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(a) CM and ROC of GPC for Cryotherapy Dataset 

 
 

  
(b) CM and ROC of GNB for Cryotherapy Dataset 

 

 
 

(c) CM of ROC of GNB for Immunotherapy Dataset 

 

 
 

(d) CM and ROC of GPC for Immunotherapy Dataset 

Figure 12. Classification Performance of the selected classifiers 
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