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Abstract- World Wide Web is a largest source of information, due to its inherent dynamic characteristics, the task of finding useful and qualified 
information can become a very frustrating experience. This paper describes the detailed information on web mining databases and the study of 
wrapper generation algorithm and  deep web contents are accessed by queries submitted to Web databases and the returned data records are 
enwrapped in dynamically generated Web pages (deep Web pages). A research on the Visualization of web page in Xml format and also the  
information mining systems in the Web and proposes an implementation of the service oriented architecture components that can be built using 
the technology of Web services. 
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I. INTRODUCTION 

With the increasing popularity of the internet through 
World Wide Web access to more data and information, 
work, study of the great changes taking place, much higher 
efficiency, resources of information are the greatest degree 
of sharing. Web mining technology and data mining is 
combination of web technology, is an integrated  resources 
extracted from WWW information of the course is the 
implication of web resources interest, un known the 
potential value of the mode of extraction it repeated use of a 
variety of data mining algorithms from the observation data 
to identify patterns are a reasonable model but also to data 
mining technology and application of the theory of world 
wide web resources to carry out excavation of new research 
field. 

In the recent explosive growth of the amount of content 
on the Internet, it has become increasingly difficult for users 
to find and utilize information and for content providers to 
classify and catalog documents. Traditional web search 
engines often return hundreds or thousands of results for a 
search, which is time consuming for users to browse. On-
line libraries, search engines, and other large document 
repositories (e.g. customer support databases, product 
specification databases, press release archives, news story 
archives, etc.) are growing so rapidly that it is difficult and 
costly to categorize every document manually. In order to 
deal with these problems, look toward automated methods 
of working with web documents so that they can be more 
easily browsed, organized, and cataloged with minimal 
human intervention. 

In contrast to the highly structured tabular data upon the 
machine learning methods are expected to operate, web and 
text documents are semi-structured. Web documents have 
well-defined structures such as letters, words, sentences, 
paragraphs, sections, punctuation marks, HTML tags, and so 
forth. We know that words make up sentences, sentences 
make up paragraphs, and so on, but many of the rules 
governing the order in which the various elements are 
allowed to appear are vague or ill-defined and can vary 
dramatically between documents. It is estimated that as  

 
much as 85% of all digital business information, most of it 
web-related, is stored in non-structured formats ( i e . non-
tabular formats, such as those that are used in databases and 
spreadsheets) [pet]. Developing improved methods of 
performing machine learning techniques on this vast amount 
of non-tabular, semi-structured web data is therefore highly 
desirable. 

World Wide web has more online web databases, which 
can be searched through their web query interfaces. The 
number of web databases has reached 25 millions.[21]. All 
the web databases make up the deep web (hidden web or 
invisible web). Often the retrieved information (query 
results) is enwrapped in web pages in the form of data 
records. These special web pages are generated dynamically 
and are hard to index by traditional crawler-based search 
engines, such as Google and Yahoo. Fig. 1 shows a typical 
developed deep web page from Amazon.com. On this page, 
the books are presented in the form of data records, and each 
data record contains some data items such as title, author, 
etc. In order to ease the consumption by human users, most 
web databases display data records and data items regularly 
on web browsers. However, to make the data records and 
data items in them machine process able, which is needed in 
many applications such as deep web crawling and meta 
searching, the structured data need to be extracted from the 
deep web pages. In this paper, we study the problem of 
automatically extracting the structured data, including data 
records and data items, from the deep web pages. 
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Figure:1 Deep Web Page from Amezon.com 

The problem of web data extraction has received a lot 
of attention in recent years and most of the proposed 
solutions are based on analyzing the HTML source code or 
the tag trees of the web pages. These solutions have the 
following main limitations: First, they are web page 
programming language dependent, or more precisely, 
HTML dependent. As most web pages are written in HTML, 
it is not surprising that all previous solutions are based on 
analyzing the HTML source code of web pages. However, 
HTML itself is still evolving (from version 2.0 to the current 
version 4.01, and version 5.0 is being drafted [14]) and 
when new versions or new tags are introduced, the previous 
works will have to be amended repeatedly to adapt to new 
versions or new tags. Furthermore, HTML is no longer the 
exclusive web page programming language, and other 
languages have been introduced, such as XHTML and XML 
(combined with XSLT and CSS). The previous solutions 
now face the following dilemma: should they be 
significantly revised or even abandoned? Or should other 
approaches be proposed to accommodate the new 
languages? Second, they are incapable of handling the ever-
increasing complexity of HTML source code of web pages. 
Most previous works have not considered the scripts, such 
as JavaScript and CSS, in the HTML files. In order to make 
web pages vivid and colorful, web page designers are using 
more and more complex JavaScript and CSS. Based on our 
observation from a large number of real web pages, 
especially deep web pages, the underlying structure of 
current web pages is more complicated than ever and is far 
different from their layouts on web browsers. The makes it 
more difficult for existing solutions to infer the regularity of 
the structure of web pages by only analyzing the tag 
structures. 

II. SECTION 

A. Web Mining 
Web is a collection of inter-related files on more web 

servers; web mining is the application of data mining 
techniques to extract knowledge from web data. Web 
mining is classified into the following 

B. Classification of Web Mining 

a. Web Content Mining :  
Web Content Mining is the process of extracting 

knowledge information from the contents of Web 
documents. Content data corresponds to the collection of 
facts a Web page was designed to convey to the users. It 
may consist of text, images, audio, video, or structured 
records such as lists and tables. Activities used in this 
Research techniques from other disciplines such as 
Information Retrieval (IR) and Natural Language Processing 
(NLP). 

Identify the topics represented by a Web Documents 
Categorize Web Documents Find Web Pages across 
different servers that are similar Applications related to 
relevance Queries –Enhance standard Query Relevance with 
User, Role, and/or Task Based Relevance Recommendations 
–List of top “n” relevant documents in a collection or 
portion of a collection. 

Filters –Show/Hide documents based on relevance 
score 

b. Web Structure Mining:  
The structure of a typical Web graph consists of Web 

pages as nodes, and hyperlinks as edges connecting between 
two related pages. In addition, the content within a Web 
page can also be organized in a tree structured format, based 
on the various HTML and XML tags within the page. Thus, 
Web Structure Mining can be regarded as the process of 
discovering structure information from the Web. This type 
of mining can be performed either at the (intra-page) 
document level or at the (inter-page) hyperlink level (Figure 
2.1). 

 
Figure 2.1. Shows the process of web structure mining 

Web Structure is a useful source for extracting 
information such as Quality of Web Page 
-The authority of a page on a topic 
-Ranking of web pages 
Interesting Web Structures 
-Graph patterns like Co-citation, Social choice, Complete 
bipartite graphs, etc. 
Web Page Classification 
-Classifying web pages according to various topics 
Which pages to crawl 
-Deciding which web pages to add to the 
collection of web pages 
Finding Related Pages 
-Given one relevant page, 
find all related pages 
Detection of duplicated pages 
-Detection of neared-mirror sites to eliminate duplication 

c. Web Usage Mining:  
Web Usage Mining is the application of data mining 

techniques to discover interesting usage patterns from Web 
data, in order to understand and better serve the needs of 
Web based applications. Usage data captures the identity or 
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origin of Web users along with their browsing behavior at a 
Web site. Some of the typical usage data collected at a Web 
site include IP addresses, page references, and access time 
of the users. 
 

 
Figure 2.2. Shows the architecture of web usage mining 

d. Text Mining :  
Due to the continuous growth of the volumes of text 

data, automatic extraction of implicit previously unknown 
and potentially useful information becomes more necessary 
to properly utilize this vast source of knowledge. Text 
mining, therefore, corresponds to extension of the data 
mining approach to textual data and its concerned with 
various tasks, such as extraction of information implicitly 
contained in collection of documents or similarity- based 
structuring. Text collection in general, lacks the imposed 
structure of a traditional database. The text expresses the 
vast range of information, but encodes the information in a 
form that is difficult to decipher automatically. 

C. Web Data Mining Process using XML 
Technology 

 
Figure 2.3. Shows the web page is in XML format 

Fig shows the Web page is into XML format, and use 
the tools to deal with the structure of XML data in order to 
extract the appropriate data. HTML files can be used to 
correct common error in the layout and format to generate 
the equivalent of a good document, we can used to generate 
XHTML (XML subset of) the format of the document. By 
constructing a XML Helper to complete the Java type data 

from XML to HTML conversion, as well as with other 
XML-related tasks.  

The main steps are as follows: 
a. Recognize the source of data and map it into XHTML 

(Or) HTML. In most cases, the source of informationis 
obvious, but in a dynamic environment to be extracted 
for use, reliable and stable sources ofinformation more 
difficult. To determine the source of information, 
through the structure, called the Java class of XML 
Helper to complete the data from XML to HTML 
conversion. 

b. To find the data points used. Both the Web page and 
XHTML source in view of the vast majority of 
information has nothing to do with the information 
collected, the next in the XML tree to find a specific 
region, the need to extract the data. We find the data 
generally contains the same elements <table> this table 
will contain general information required for key words, 
the note observed, the analysis of the page generated 
XHTML, and the table as Reference points, or anchor. 

c. Data will be mapped into XML. You can create data 
taken from the actual codes when you find the anchor, 
the code will be Extensible Style sheet Language file 
the form.XSL document is intended to anchor logo, and 
specify how to get from the anchor is looking for data, 
and by that we needed to construct an XML format 
output files. 

d. Joint results of the data. If only the implementation of a 
data extraction, in accordance with the abovementioned 
steps have been completed. However, Web data mining 
is a week of back and forth, a few simple data collected 
has not yet completed the task of data mining. Web data 
mining for the special, it is necessary to keep the 
Internet on the collected data and the results into XML 
data files. 

III. SECTIOON 

A. Web Mining Techniques 
Traditional data mining techniques can also be used for 

web mining, such as classification, clustering, association 
rule mining, and visualization. In web mining, classification 
algorithms can be used to classify users into different classes 
according to their browsing behavior, for example according 
to their browsing time. After classification, a useful 
classification rule like “30% of users browse product/food 
during the hours 8:00-10:00 PM” can be discovered. The 
difference between classification and clustering is that the 
classes in classification are predefined (supervised), but in 
clustering are not predefined (unsupervised). The criterion 
by which items are assigned to different clusters is the 
degree of similarity among them. The main purpose of 
Clustering is to maximize both the similarity of the items in 
a cluster and the difference between clusters [2].The 
association rule technique can be used to indicate pages that 
are most often referenced together and to discover the direct 
or indirect relationships between web pages in users’ 
browsing behavior [1]. For example, an association rule in 
the web usage mining area could take the form “the people 
who view web page index.htm and also view product.htm 
the support=50% and the confidence=60%”. Visualization is 
a special analytical technique in web mining that allows data 
and information to be understood or recognized by human 
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eyes by using graphical and visualized means to represent 
data, information and analysis results [3].In web structure 
mining, it usually plays an important role in illustrating the 
structure of hypertexts and links in a website or the linking 
relationship between websites. For the other two types of 
web mining technique, visualization is also an ideal tool to 
model the data or information. For example, a graph (or 
map) can be used for web usage mining to present the 
traversal paths of users or a graph may show information 
about web usage. This approach enables the analyst to 
understand and efficiently interpret the results of web usage 
mining. 

B. Processing steps for Web Mining 
The techniques being applied to Web content mining 

draw heavily from the work on information retrieval, 
databases, intelligent agents, etc. Most of these techniques 
are well known and reported elsewhere, hence in this survey 
we have not focused on Web content mining. Hence, in this 
survey we have focused on Web Usage Mining, which is 
just starting as an area of research, and hence has a number 
of open issues. In the following we provide some directions 
for future research: 
a. Mining Process :  

The key component of Web mining is the mining 
process itself. As discussed in this paper, Web mining has 
adapted techniques from the field of data mining, databases, 
and information retrieval, as well as developing some 
techniques of its own, e.g. path analysis. A lot of work still 
remains to be done in adapting known mining techniques as 
well as developing new ones. Specifically, the following 
issues must be addressed: 

b. Knowledge to be Mined:  
Web usage mining studies reported to date have mined 

for association rules, temporal sequences, clusters, and path 
expressions. As the manner in which the Web is used 
continues to expand, there is a continual need to figure out 
new kinds of knowledge about user behavior that needs to 
be mined for. 

c. Mining Algorithms: 
The quality of a mining algorithm can be measured both 

in terms of how effective it is in mining for knowledge and 
how efficient it is in computational terms. There will always 
be a need to improve the performance of mining algorithms 
along with these dimensions. 

d. Data Usage on Web Mining:  
Usage data collection on the Web is incremental in 

nature. Hence, there is a need to develop mining algorithms 
that take as input the existing data mined from various logs 
can be integrated together into a more comprehensive 
model. 

C. Data Extraction 
HTML Target pages are subjected to a sequence of data 

extraction. Much of the HTML content on the web is ill-
defined because it does not conform to HTML 
specifications. Therefore, the first step in data extraction is 
to translate the content to a well-formed XML syntax 
because this helps in subsequent data extraction steps. The 
specific approach taken in the ANDES framework is to pass 
the original HTML page through a filter that “repairs” the 

broken syntax and produces well-formed HTML, or what is 
today known as Extensible HTML (XHTML) [5]. Toolkits 
for this step exist already, including the Tidy package [4]. 
Since XHTML is based on XML, any XML tool can be used 
to further process target HTML pages. Given that the goal of 
ANDES(web data extraction framework) is to produce XML 
as output, we view the task of converting XHTML to XML 
as an XML transformation problem. The data transformation 
mechanism chosen for ANDES is Extensible Style sheet 
Language Transformations (XSLT) [8], a language that 
provides powerful XML path expressions (XPath) [7] 
combined with regular expressions through the XSLT 
extension mechanism. 

As shown in Figure 2, the URL of an XHTML 
document is used to determine which set of XSLT files to 
apply to it. The XHMTL document is passed through the 
first XSLT file and the output is pipelined through other 
XSLT files defined for that URL. The final output is an 
XML file whose structure and content is determined by the 
last XSLT file. This is typically an XML application2, for 
instance iCalendar XML or NewsML. The pipeline 
approach fits well with the goals of domain-specific 
ANDES applications; the first XSLT file merely extracts 
data from an XHTML page, while subsequent XSLT files in 
the pipeline can refine the data and fill in missing data from 
domain knowledge. The main criticism directed towards 
HTML data extraction projects is that the approach 
essentially amounts to “screen scraping” and fails miserably 
when the design (structure and content) of a Web site 
changes. While total isolation from these changes is difficult 
to achieve, we believe the ANDES approach is solid and 
produces very robust wrappers. This is achieved by relying 
less on HTML structure and more on content. Some wrapper 
languages (e.g. HTML Extraction Language in W4F) 
require the use of absolute HTML paths that point to the 
data item to be extracted. An absolute path describes the 
navigation down an HTML tree, starting from the top of the 
tree (<HTML> tag) and proceeding towards child nodes that 
contain the data to be extracted. The path is made absolute 
by the fact that  

 
Figure 3.1. Extractor identifies XSLT files to be used. A pipeline of XSLT 
processors extract and refine data, yielding an XML application file as the 

ultimate output. 
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It lists tag names expected to be seen in the tree and 
their absolute positions. For instance, an absolute path to the 
third table, first row, and second column in an HTML 
document could be expressed in XPath as 
/HTML/BODY/TABLE [3]/TR TD[9]. The absolute path 
approach is likely to fail when the target HTML page 
changes. The most common change in HTML design is 
changing the positioning of items on the page. Layout is 
typically performed by using tags like <TABLE>, <TR>, 
and <TD>, as seen in the example above. When new content 
(e.g. advertising) is added to a page or when existing content 
is moved around, the absolute location of tags changes. For 
this reason, it is important to establish the location of data 
items independently of their absolute paths. 

Our approach involves finding anchors within the page 
that serve as starting points for data extraction. Ideally, 
anchors are established based on the content of a data item, 
not on its HTML path. For instance, a page that contains the 
price of a book probably has the word “Price” somewhere 
near the price value. By looking for the word “Price,” we 
can establish an anchor for the price value and be 
independent of its absolute location. An example of XSLT 
code that extracts the last stock quote from a Yahoo! 
Finance page is shown in Figure 3. Note that we look for a 
table cell containing the words “Last Trade” and extract the 
value contained in the B (bold) tag. The XSL processor 
starts from the root of the XHTML tree and recursively 
looks for a matching table cell. Once the table cell is found, 
the instructions contained in the template are executed, in 
this case the production of a PRICE element in the output 
XML document. 

D.  Process of  Deep Web Data Integration & 
Extraction  

In deep web data integration process two continuously 
executed phases can be distinguished System preparation is 
creation and continuous update of resources required for 
usage of system. 

System usage is actually lazy or eager data integration 
from dispersed sources. 

 
Figure 3.2. Deep Web data extraction and integration process 

During system preparation phase, first the sources need 
to be discovered. This step is  currently assumed to be done 
by human beings in the list of sources is usually provided to 
the integration system. Subsequently the sources need to be 
described  in their schema, query capabilities, quality, 
coverage needs to be provided for further steps in the 
integration process. Most importantly schema descriptions 
are used in the next step to map them either one to the other 
or to some global schema. The last part of system 
preparation is a definition of navigation and extraction rules 
that allow the system to get to the data through a source’s 
Web interface. These resources are used once query needs to 
be answered: sources to ask are selected based on their 
subject and coverage, the plan is generated using schema 
mappings and source query capabilities and the query is 
executed through a Web interface using navigation model 
for particular queries and data extraction rules defined for 
them. Once data are extracted from HTML pages, they need 
to be translated and cleaned according to data translation 
rules. The overall process includes all the activities 
necessary to integrate data from Web databases identified so 
far in the literature, and adds few steps (discovery of web 
sources, declarative description of navigation model) that 
were neglected so far. As such it can serve as a basis for 
generic data integration system. 

E. Wrapper Generation 
The automatic generation of new wrappers is necessary 

so rules can be easily maintained while reducing to a 
minimum the amount of manual work to be done by the 
user. The generation process requires examples, which in 
this context will consist of tuples with the value that has to 
be extracted and the URL of the web page containing it. For 
highly-structured pages the minimum number of examples 
needed to build good-enough rules is as low as one or two. 
On the other hand, if the desired information is mixed with 
other text, more noise has to be omitted and having a greater 
number of them is extremely useful. To ease the task of 
collecting examples, references that have been previously 
extracted are stored along with the source URL so they can 
also be used when generating new wrappers. As before, 
highly simplified pseudo code for wrapper generation is 
shown in listing 2. Basically, rules are built by following 
these steps: 
a. Create rule for one example. 
b. Merge it with the previous rules. If not possible, create 

new rule. 
c. Repeat while there are more examples available. 

Specific details vary for each of the implemented type 
of rules, which we describe next in more detail. Path 
Rules define the location of an element by specifying its 
path in the HTML tree. They are represented by a list of 
triplets with the element name, attributes with their 
corresponding values and, finally, the sibling number. 
These rules are created bottom-up and stopping once 
The first element of the path is unambiguous. Example: 

 
Two paths are only merged if they have the same 

length, element names and attributes, i.e. the only thing that 
varies is the sibling number. If two paths cannot be merged, 
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different wrappers are then created. When applying this kind 
of rules, if more than one element is matched, all values are 
evaluated before choosing. As one may expect, we have 
found that CSS class names are especially useful for 
distinguishing among different fields. Regex Rules are a bit 
more interesting. They define the location of a piece of 
information with in some text, which is necessary when the 
same HTML element not only contains the desired value but 
some other information as well. For example, getting the 
volume number from a text that contains other fields 

 
would require an expression like 5 

 
This is obviously not the most preferable regular 

expression that would allow us to get the volume number, 
but it is easy to generate it from a set of sufficiently different 
examples. The more different the examples, the more 
general the final rule will be. These kinds of expressions are 
created by stripping the value to be extracted from the text 
and comparing it to other examples. The comparison is done 
with Python Difflib module, which internally uses, Ratcliff 
and Metzener (1988). If texts have a similarity greater than a 
given threshold, then they are merged by generalizing the 
substrings on which they disagree. The first approach for 
creating these rules was similar to the one used in WHISK, 
Soderland (1999), that is, removing the value and checking 
the text on the sides. This was later abandoned because these 
characters differed considerably among pages from the same 
library. Looking at it in perspective, it could be interesting 
to combine this strategy with the current one.  

 

 
Algorithm of wrapper Generation 

IV. SECTION 

A. Extract Data from Service-Oriented Architecture  
We can extract multi-valued fields that are located in 

different HTML elements but that have a similar path (e.g. 
siblings or cousins). However, there is another situation that 

should be considered. Separator Rules can be used when the 
multiple values of a field are located within the same HTML 
element. As their name suggests, these rules consist of a list 
of separator strings usually ", " and "and ". Given an 
example, they are created by removing the values to be 
extracted and keeping the substrings in-between. Merging is 
done by joining lists. For the specific problem of reference 
extraction the only field that allows multiple values is the 
author name. For them, an additional fixed rule to 
distinguish between name and last name is applied. 

The definition used by ANSI/IEEE affirms that 
software architecture considers basically the intrinsic and 
extrinsic relationship among the fundamental components of 
a system [17]. The concept of services is the fundamental 
component of a SOA. SOA can conceive a relatively cheap 
solution with a better cost-benefit than when referring to 
systems that need to talk amongst themselves and processes 
that demand a larger flexibility and agility to assist the 
market revolutions. SOA introduces a new logic (services) 
layer within the computations distributed platform [14]. 

The architecture definition of SOA is a development 
guided to services. This means that the applications will be 
allocated in an interdependent way the response of an 
infrastructure of preset and pondered technology to create 
services with enough flexibility for being reused among the 
systems. Nowadays, the SOA is recognized as an important 
alternative for development, especially for business systems 
applications, allows flexibility, as the services can be 
supplied both locally or outsourced. 

Two important points in the SOA: the consumer and the 
provider. The former consumes and requests the results to 
the provider, whereas the latter executes the service and 
answers the needs, as depicted in Figure 4.1 [15]. 

 

 
Figure 4.1. Basic paradigm for SOA [11] 

Every service should possess a public interface, 
exposed at a place where the providers can access it. To 
request a service, it should only be necessary to obtain the 
interface. Moreover, the interface should only possess the 
relevant functions, in a high abstraction level, taking into 
account the gross granularity principle. Hence, while any 
functionality can be transformed into a service, the 
challenge is to define a service interface that is at the right 
level of abstraction [15]. 
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a. Web Services:  
Principle of SOA is its interoperability. It is 

fundamental that all the components communicate 
independently of the language in which they were built, of 
the operational system in which they are being executed and 
of the hardware architecture. Web Services conform well 
with the requirements since they use protocols and standard 
formats and accepted documents, today it is common to mix 
up Web Services with SOA. However, Web Services is a 
sort of incarnation of SOA, but not its definition. By its 
nature, Web Service technology favors the creation of 
components weakly coupled with gross granulation, but 
SOA components can be created using any other 
technology. 

A Web Service exposes its interface for the users using 
a XML framework, known as Web Services Description 
Language, or WSDL. Using WSDL one can discover which 
are the data types, messages format and services made 
available by a Web Service. 

Request can be a Web Services using two ways: either 
they have direct access to WSDL or they use a registration 
service through an UDDI (Universal Discovery Description 
and Integration) interface. The WSDL pattern defines a Web 
Service as a collection of net endpoints, better known as 
ports. A port allows for some operations and each operation 
implies in the exchange of some messages that are formed 
by defined data types in an XML outline. 

B. Proposed Architecture :  
The implementation of a Web Service in the context of 

SOA provides flexibility for the distribution of services in 
the system, making it easier for commitment, in contrast 
with other more traditional technologies. Several works 
show the potential of Web Service and SOA combination 
for data mining systems on the web [16]. 

a. Building the SOA Web Services 
A SOA framework over traditional approach is 

Selection and retrieval, pre-processing, transformation, data 
mining and visualization modules were implemented as 
services and individually tested. Each service had its WSDL 
document created with the support of the development 
platform. After its creation, the tool also allowed the 
creation of each customer for the service in question, in an 
automated manner. Only after the creation of each customer, 
the overall framework was tested to verify the results and 
implementation consistency. After testing each individual 
service in place, services were grouped to verify the 
implementation of the whole process of Web Mining and 
observation of the automatic collaboration of each service 
with the next service. The first service to be implemented 
was the selection and retrieval module. This service, which 
is responsible for receiving an input file from the client, has 
methods to process the input file and specific methods to 
evaluate its structure and content. If data are in the correct 
format, the received file is sent in an automated way to the 
next service that executes preprocessing. With the help of a 
customer that was automatically generated by the 
development environment using the WSDL document, the 
log file is first sent to this service and the system should be 
checked to its structure. A fragment of this file can be seen 
in Figure.  

 

 
Figure 4.2 Fragment of the log file 

Pre-processing methods are responsible for eliminating 
incomplete records of the file and duplicate records, besides 
removal of fields and records that will not be used at the 
data mining stage. It also has a method that after the changes 
made in the file, sends the resulting file to the next service in 
the process of Web Mining. The file size is an important 
point to be considered, since the whole process will be 
conducted on the web. Thus, it is necessary to eliminate as 
much data as possible that are not interesting and necessary 
for the service of mining, ie, this service also deleted data 
that are not useful for the mining process. One example was 
the exclusion of characters "[]" and ":", as can be seen in 
Figure 5. What is wanted is the removal of all data that are 
needed or will not interfere with the results after service 
mining, aiming to reducing network traffic whenever is 
possible. The archive for this study, in its original state, had 
24.2 MB. After the preprocessing and processing steps, the 
file sent to "Mining" had 6.05 MB, ie, the file to be mined 
now is almost 25% of its original size, which facilitated the 
traffic of this information over the internet. Thus, only data 
of interest will be sent to the processing service, which aims 
to place these data input to the mining algorithms. 

 
Figure 4.3. File after the step of preprocessing 

The service of Transformation, which is responsible for 
incorporating the processing stage of the process of Web 
mining, consists of methods that transform the file into a 
format acceptable by the mining algorithm. In the specific 
case of this implementation, data mining module service 
uses the Apriori algorithm, imported from the Weka tool. 
The file is transformed into a specific format for the Apriori 
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algorithm and, thus, association rules can be extracted and 
data analysis have been implemented in the service of 
mining. The result of the file after the transformation service 
can be seen in Figure 4.4. 

 
Figure 4.4. Archive generated by the Service Transformation 

Finally, a method sends the file already converted 
directly to the next service. The data mining service has 
specific methods for data analysis and statistical methods to 
work with association. To perform statistical analysis there 
are methods that extract information from the file, such as 
number of accesses, consumed server bandwidth and access 
times. Parameters such as confidence and support are 
informed, and the package extracts association rules, 
returning a set of drawn rules. After these operations, a 
method is responsible for receiving statistical analysis and 
association rules for sending results to the last service in the 
entire process of Web Mining. Service Mining is considered 
the most important service the whole process. It is exactly 
this service that gets information from data that, previously, 
were not so useful. However, all earlier services that 
comprise the process are considered essential to the success 
of mining. After performing this service, the information is 
sent to the Web Service View, which incorporates the latest 
stage of the architecture, in order to this information be 
placed in an easyto- understand and structured graphics and 
tables. The last service was implemented in the service 
view. This service is designed to receive data from the data 
mining service and build an HTML file and to send this file 
to the client that originally sent the web mining requisition. 
This file is stored on the server where the service is running. 
To carry out the construction of the graphics has been 
implemented in the JFreeChart service library. This library 
can be used to generate pie charts, bar charts, line charts 
(with or without 3-D effect), Graphics, among many others. 
JFreeChart is written entirely in Java and can be used in any 
implementation of Java 2 (JDK 1.2.2 or higher). Examples 
of graphs generated can be seen in figures 4.5, 4.6, 4.7 and 
4.8. 

 
 

 
 

 
 

 
b. Performance of the Implemented Services: 

The Apriori algorithm was chosen to extract association 
rules. The algorithm was imported from the Weka tool. 
Weka (Waikato Environment for Knowledge Analysis) is a 
system created to support the learning of algorithms. This 
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whole system is implemented in Java and brings various 
algorithms used to extract knowledge in DB. It was 
developed at the University of Waikato, New Zealand and 
includes several methods for classification, association 
rules, clustering and prediction. It has the ability to integrate 
with other tools such as Web Services. 

All the association rules drawn by the Apriori algorithm 
were analysed and considered as valid relation. They 
represent occurrence of values in the input file. The rules are 
set by combining all the possibilities of association between 
attributes. Finding the best rules means to select the rules 
with the greatest possible confidence. For this, the rules may 
be useful to find patterns of behaviour of users to access a 
Web site. The implementation will begin from a client that 
was built based on the WSDL document of the first Web 
service architecture that embodies the stage of selection and 
data recovery. This customer has the option to select a log 
file stored at some place and hold your shipment. The server 
generates a file with the records to access the pages, and by 
default saved in a single file to access the data in the period 
of one week. Each file with a log is automatically saved to a 
directory on the server. The file chosen for this covers the 
period from 2/05/2011 to 09:14 am on the date to 1/06/2011 
at 06:23 am, corresponding to a week. The file in question 
has 24.2 MB in size and consist of accesses to CEFET-MG 
Web Site. After sending the file to the Web Service 
Selection and Recovery of Data, the mining process begins. 
As a final result, association rules are extracted by the 
implemented algorithms. After execution, the information is 
sent to the visualization service, which incorporates the final 
stage of the architecture, putting this information in formats 
easy to understand, structured as charts and tables. 

c. Produced Rules: 
Implementation result of the Apriori algorithm, some 

association rules were obtained, as shown in Table 1. Some 
rules cannot provide information that may significantly 
impact on business or in the structure of the site. Most of the 
rules listed above are called “simple”, that means, rules 
known by the business analysts. However, the association 
rules provide information that is important and useful for the 
Usage Mining user. 

Table 4.1.Best Rules from the Algorithm Apriori 

 

V. CONCLUSION 

In general, the desired information is embedded in the 
deep Web pages in the form of data records returned by 
Web databases when they respond to users’ queries. 
Therefore, it is an important task to extract the structured 
data from the deep Web pages for later processing. In this 
paper, we focused on the structured Web data extraction and 
integration, including data record extraction and data item 
extraction. First, we surveyed on the Web data mining and 
research process in web databases meanwhile, we found that 
the visual information of Web pages can implement in xml 
format. In this work, it was demonstrated the great potential 
of using SOA and Web.  
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