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Abstract:Machine learning is a technique of optimizing a performance criterion using example data and past experience. Data in machine 

learning plays a key role, and machine leaning tools are used to discover and learn knowledge from the datasets stored. 

The purpose of this research is to build a model that can predict the determinant factors for crop production status using machine learning 

techniques as a means of visualizing the data. In order to conduct this research supervised machine learning techniques were employed. For the 

purpose of this research, the datasets were collected from selected region agricultural offices.  

The data sets used for the training and testing of the predictive model is 10,000 instances with 41 regular attributes. As a result, for identifying 

the determinant factors Rapid Miner machine learning tool was used. In order to find the best predictive modeling technique different 

experiments were conducted using Random Forest, Decision tree, Naïve Bays and ID3 predictive models. To validate the predictive 

performance of the selected models split and cross validation testing methods was used.  

As the findings of this research show that, Random Forest and decision tree models were performed the highest accuracy and precision than 

others. Therefore, the Random Forest predictive modeling has been used to predict the determinant factors from small and large datasets. 
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I. INTRODUCTION 

Machine learning is a technique of optimizing a 

performance criterion using example data and past 

experience [1]. Data in machine learning plays an 

indispensable role, and the learning algorithm is used to 

discover and learn knowledge or properties from the data. 

The quality or quantity of the dataset will affect the learning 

and prediction performance [1].Nowadays, in order to 

discover hidden knowledge from large datasets developers 

have made a great role to advance new concepts and 

develop new algorithms consecutively. So as Machine 

learning is a process of self-improvement using the system 

itself, and computer programs can automatically improve 

performance with the accumulation of experience. It is 

proposed for many specific learning tasks, so that computers 

can extract features from many data and discover hidden 

rules [2]. 

In recent time, there is a large amount of data accumulation 

in different industries such as telecommunications, financial 

institutions, and research institutions, so far there are 

problems and needs of applying machine learning methods 

to train the data and to enable the machine can predict new 

values from the existing large datasets. Therefore, this 

research attempts to explore the problems on the existing 

agricultural data and applying machine learning techniques 

as a predictive model.  

Machine learning is a field of study on computational 

methods in the learning process and how to apply computer-

based learning systems to solve practical problems. An 

important research content in machine learning is the 

research on the method of getting the corresponding concept 

description from the sample [2]. Therefore, many machine 

learning methods can be directly used to solve data mining 

problems. Data mining is the problem of finding interesting 

patterns and important rules from large databases. The 

process of extracting meaningful rules or patterns from data 

is data mining. Machine learning is a way to improve 

performance automatically by making use of accumulated 

data [2].  

Machine learning tools are concerned with providing 

programs with the ability to learn and adapt [3]. Supervised 

learning is fairly common in classification problems because 

the goal is often to get the computer to learn a classification 

system that we have created [4]. 

These days, crop Productivity prediction is essential to 

identify the cause for low medium or high productivity 

factors and used to enhancing the productivity and 

production of smallholder farmers mainly by reducing the 

traditional ways of estimating productivity [17]. As a result, 

it used to strengthen the implementation of effective 

production strategies for national development program and 

it has been benefited from the application of machine 

learning based decision making system for decision makers 

and experts.In Ethiopia Crop agriculture is continues to be 

dominated by the country’s numerous smallholder farms 

that cultivate mainly cereal crops for both own-consumption 

and sales [5]. The major cereal crops which are mostly 

harvested by smallholder farmers are Teff, wheat, maize, 

sorghum, and barley. For the purpose of this research, Teff, 

Maize and Barely datasets have been selected to conduct the 

machine learning experimentation as a training examples. 

II. METHODOLOGY 
To conduct this research, various data preparation activities 

have been made such as, conducts datasets collection, 
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selection of machine learning tools, selection of algorithms 

that are undertaken for modeling and, selection of machine 

learning methodology that are adopted in this research. 

The core foundation of the supervised learning task is the 

classification problem, hence the learner is required to learn 

(to approximate the behavior of) a function which maps a 

vector into one of several classes by looking at several input 

and output examples of the function. Inductive machine 

learning is the process of learning a set of rules from 

instances (examples in a training set), or more generally 

speaking, creating a classifier that can be used to generalize 

from new instances [6].  

In order to develop a predictive machine learning model that 

can predict the status of crop production using agricultural 

sample survey datasets obtained from agricultural offices, 

supervised machine learning technique were adopted [6]. 

 
Figure 1: The Processes of Supervised Machine Learning 

i. Datasets collection 

The datasets used in this research were collected from 

agricultural offices found in different regions of Ethiopia, 

the data mainly focused on the selected three cereal crop 

datasets such as Teff, Maize and Barely. For that purpose, a 

total of 10,000 instances and 41 regular attributes were used 

for conducting the machine learning experimentation. 

Since, MS-Excel, is a standard spread sheet for organizing 

and preparing the data for experimentation. Therefore, it has 

been used to organizing and cleaning the data. Finally, it 

was converted to a standard and supported file format for 

Rapid Miner machine learning software i.e. converted with 

Comma Delimited (.CSV) file type. 

III. LITERATURE REVIEW 

The study conducted on [7], the supervised machine 

learning algorithms which deals more with classification 

includes the following: linear classifiers, logistic regression, 

naïve Bayes classifier, Perceptron, support vector machine; 

quadratic classifiers, k-means clustering, boosting, decision 

tree, random forest (RF); neural networks and Bayesian 

networks.  

Naive Bayesian (NB) Networks: These are very simple 

Bayesian networks which are composed of directed acyclic 

graphs with only one parent (representing the unobserved 

node) and several children (corresponding to observed 

nodes) with a strong assumption of independence among 

child nodes in the context of their parent [8].  

Bayes classifiers are usually less accurate that other more 

sophisticated learning algorithms (such as ANNs).However, 

[9] performed a large-scale comparison of the naive Bayes 

classifier with state-of-the-art algorithms for decision tree 

induction, instance-based learning, and rule induction on 

standard benchmark datasets, and found it to be sometimes 

superior to the other learning schemes, even on datasets with 

substantial feature dependencies. Bayes classifier has 

attribute independence problem which was addressed with 

Averaged One-Dependence Estimators [10]. 

Decision Trees: Decision Trees (DT) are trees that classify 

instances by sorting them based on feature values. Each 

node in a decision tree represents a feature in an instance to 

be classified, and each branch represents a value that the 

node can assume. Instances are classified starting at the root 

node and sorted based on their feature values [11].Decision 

tree learning, used in data mining and machine learning, 

uses a decision tree as a predictive model which maps 

observations about an item to conclusions about the item's 

target value. More descriptive names for such tree models 

are classification trees or regression trees [12].Decision tree 

classifiers usually employ post pruning techniques that 

evaluate the performance of decision trees, as they are 

pruned by using a validation set. Any node can be removed 

and assigned the most common class of the training 

instances that are sorted to it [11]. 

Supervised machine learning techniques are applicable in 

numerous domains. A number of 

Machine Learning (ML) application oriented papers can be 

found in [13], [14]. Generally, SVMs and neural networks 

tend to perform much better when dealing with multi 

dimensions and continuous features. On the other hand, 

logic-based systems tend to perform better when dealing 

with discrete/categorical features. For neural network 

models and SVMs, a large sample size is required in order 

to achieve its maximum prediction accuracy whereas NB 

may need a relatively small dataset. 

Neural Networks: [15] opined Neural Networks (NN) that 

can actually perform a number of regression and/or 

classification tasks at once, although commonly each 

network performs only one. In the vast majority of cases, 

therefore, the network will have a single output variable, 

although in the case of many-state classification problems, 

this may correspond to a number of output units (the post-

processing stage takes care of the mapping from output units 

to output variables).Artificial Neural Network (ANN) 

depends upon three fundamental aspects, input and 

activation functions of the unit, network architecture and the 

weight of each input connection. Given that the first two 

aspects are fixed, the behavior of the ANN is defined by the 

current values of the weights. The weights of the net to be 

trained are initially set to random values, and then instances 

of the training set are repeatedly exposed to the net. The 

values for the input of an instance are placed on the input 

units and the output of the net is compared with the desired 

output for this instance. Then, all the weights in the net are 

adjusted slightly in the direction that would bring the output 

values of the net closer to the values for the desired output. 

There are several algorithms with which a network can be 

trained [16]. 
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IV. RESULTS AND DISCUSSION 

In order to conduct this research, Rapid Miner machine 

learning tool was used. Different experimentation has been 

made using Decision Tree, Random Forest, Naive byes and 

ID3 supervised classification modeling techniques. For the 

experimentation the number of examples (training sets) 

selected is 10,000 instances (records), as well as, the total 

number of columns (regular attributes) are 41 excluding the 

predicted class. Among the attributes production status is the 

dependent class which has been determined by the 

remaining independent classes. As well, the data types of the 

selected instances are both polynomial and integer. 

The data preparation, cleaning and transformation have been 

made using Turbo prep Rapid Miner automatic data 

processing techniques. During the process of data cleaning, 

discretization, data conversion and removal of irrelevant 

attributes was carried out. As a result, 21 attributes are 

removed and reduced in to 20 regular attributes. The testing 

has been conducted with percentage split which can be 

divided into two partition the first partition is 70% of the 

datasets which is kept for training data and the second 

partition is 30% which used to as testing. Out of the total 

number of 10,000 training datasets 7,000 instances are 

selected as a labeled data and the remaining 3,000 instances 

are selected as a testing data (unlabeled) that can be 

predicted by the model. Furthermore, to identify the best 

predictive model for the agricultural crop datasets the cross 

validation testing method was used. To conduct the cross 

validation model performance testing the researcher used 

5,000 number of examples and 11 number of selected 

attributes including the predicted class. When performing 

the experimentation, the parameters of the selected models 

have been considered. 

 

Figure 2: Class Distribution per crop type 

Figure 2 shows the predicted class identified for this 

research work which is the production status, as well as the 

class value ‘low’ indicates the prediction of low production 

status and the class value ‘high’ also indicates the prediction 

of high production status. Out of the total 10,000 number of 

examples 1,058 instances has been predicted as low and 

8942 instances predicted as high. In addition, figure 2 shows 

the predicted values of each crop types how many of the 

classes categorized as low and high production status.  

Table I: Measuring Predictive Performance of Models Using Large Datasets 

Modeling 

Techniques 

Accuracy 

(%)  

Classification 

Error (%) 

Test 

mode 

Attributes  No of  

instances 

Recall 

(%) 

Precision 

(%) 

Decision  

Tree 

88.9 11.09 Split  20 10,000 51.21 59.53 

Random 

Forest 

89.57 10.43 Split  20 10,000 50.98 84.27 

Naive Bayes 89.30 10.70 Split 20 10,000 51.24 65.98 

ID3 83.66 16.34 Split 20 10,000 59.21 58.42 
 

Table I shows the predictive performance of different 

machine learning modeling techniques, in line with this the 

experimentation have been done using large datasets with a 

total number of 10,000 instances and 20 selected attributes. 

In order to identify the best predictive performance of the 

models the same performance parameters was used. As a 

result, based on the model performance measures the 

prediction performance of each models are discussed as 

follows: Random Forest performs the highest accuracy 

which is 89.5% with the highest precision of 84.27% and 

Naïve Bayes performs 89.30% accuracy with 65.98% 

precision. And also, Decision Tree performs an accuracy of 

88.9% with 59.53% precision and ID3 model performs an 

accuracy of 83.66% with 58.42 % precision. Here, the 

overall experimentation were conducted using percentage 

split testing mode.  

Table II: Confusion Matrix of Decision Tree Model 

 True Low True 

High 

Precision 

(%) 

Predict. Low  25 60 29.41 

Predict. High 716 6199 89.65 

Recall (%) 3.37  99.04   

Table II shows the confusion matrix of the decision tree 

model, as shown in the table this model predicts 25 

instances as low with 29.41% class precision and 3.37% 

class recall. On the other hand, out of the total number of 

training examples 6199 were predicted as high with 89.65% 

precision and 99.04% recall. 

Table III: Confusion Matrix of Random Forest Model 

 True Low True 

High 

Precision 

(%) 

Predict. Low  15 4 78.95 

Predict. High 726 6255 89.60 

Recall (%) 2.02 99.94   

 

Table III shows the confusion matrix of the Random Forest 

model, as shown in the table this model predicts 15 

instances as low with 78.95% class precision and 2.02% 

class recall. On the other hand, out of the total number of 

training examples 6255 were predicted as high with 89.60% 

precision and 99.94% recall. 
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Table IV: Confusion Matrix of Naive Bayes Model 

 True 

Low 

True 

High 

Precision 

(%) 

Predict. Low  22 30 42.31 

Predict. High 719 6229 89.65 

Recall (%) 2.97 99.52   

Table IV shows the confusion matrix of the Naive Byes 

model, as shown in the table this model predicts 22 

instances as low with 42.31% class precision and 2.97% 

class recall. On the other hand, out of the total number of 

training examples 6229 instances were predicted as high 

with 89.65% precision and 99.52% recall. 
 

Table V: Confusion Matrix of ID3 Model 

 True Low True 

High 

Precision 

(%) 

Predict. Low  209 612 25.46 

Predict. High 532 5647 91.39 

Recall (%) 28.21 90.22   

Table V shows the confusion matrix of the ID3 model, as 

shown in the table this model predicts 209 instances as low 

with 25.46% class precision and 28.21% class recall. On the 

other hand, out of the total number of training examples 

5647 instances were predicted as high with 91.39% class 

precision and 90.22% recall. 

Table VI: Measuring Predictive Performance of Models Using Small Datasets 

Modeling 

Techniques 

Accuracy 

(%)  

Classification 

error  

test mode attributes  no of 

instances 

Recall 

(%) 

Precision 

(%) 

Decision  

Tree 

94.24 5.76 Cross 

validation  

11 5,000 54.13 70.65 

Random Forest 94.30 5.70 Cross 

validation  
11 5,000 53.09 74.96 

Naive Bayes 94.20 5.80 Cross 

validation  
11 5,000 50.0 47.10 

ID3 93.94 6.06 Cross 

validation  
11 5,000 54.17 67.19 

 

Table VI shows the predictive performance of each of the 

machine learning modeling techniques using small data sets 

which is a total of 5,000 examples with 11 selected 

attributes. With this experimentation the models predictive 

performance parameters were considered with similar setup. 

Accordingly, the experimentation result shows, with small 

datasets Random Forest model performs an accuracy of 

94.30% with highest precision 74.96%, decision tree 

performs an accuracy of 94.24% with 70.65% precision. As 

well as Naïve Bayes and ID3 models have been performed 

94.20% and 93.94% accuracy respectively.  In order to 

compare the performance of this classification models with 

small datasets a Cross validation testing mode was used. 

i. Model Evaluation Methods 

The main purpose of this research was to apply machine 

learning tools on agricultural datasets for predicting the 

main determinant factors for crop production status that 

leads to low or high level productivity. Therefore, among 

the supervised machine learning classification models, 

decision tree, random forest, Naïve Byes and ID3 models 

has been selected for conducting the experimentation. As a 

result, the performance criteria used to evaluate the 

prediction performance of the models are accuracy, 

classification error, kappa, weighted mean recall and 

weighted mean precision. Additionally, to validate the 

models, dataset split and cross validation performance 

testing techniques were employed using similar parameters 

and datasets. Hence, in order to select the best predictive 

model the accuracy and precision of each models are 

discussed in figure 3 and 4 below using large and small 

datasets respectively. 

 
Figure 3: Model Evaluation Using Large Datasets 

Figure 3 shows the Accuracy and precision rate of the 

selected machine learning models. In order to evaluate the 

prediction performance of each model two kinds of 

experimentation has been conducted, the first 

experimentation is made using large datasets which is 

10,000 examples with 20 attributes. As the experimentation 

result shows, Random Forest model performs the best 

accuracy with highest precision value 89.57% and 84.27% 

respectively. Therefore, this model has good predictive 

performance for large datasets than others. 

 

Figure 4: Model Evaluation Using Small Datasets 
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Figure 4 shows the accuracy and precision rate of the 

selected machine learning models. In order to evaluate the 

prediction performance of each model two kinds of 

experimentation has been conducted, the second 

experimentation is made using small datasets which is5,000 

examples with 11 selected attributes. As theexperimentation 

result shows, Random Forest model performs the best 

accuracy with highest precision value 94.3% and 74.96% 

respectively followed by decision tree model. Therefore, 

Random Forest model has good predictive performance for 

small and large datasets than other predictive models. On 

the other hand, ID3 model has performed good accuracy and 

precision with small datasets than large datasets (see fig3 

and 4). 

V. CONCLUSION AND RECOMMENDATION 

i. Conclusion 

Machine learning is a field of study on computational 

methods in the learning process and how to apply computer-

based learning systems to solve practical problems. As well, 

it is a way to improve model performances automatically by 

making use of accumulated datasets from computing 

machines. 

Data in machine learning plays a key role, and machine 

learning algorithms are used to discover and learn 

knowledge or properties from the data. 

Random Forest, and decision tree machine learning models 

has performed high accuracy and precision regardless of the 

number of attributes and training examples. As the finding 

of this research shows that accuracy, weighted mean recall, 

weighted mean precision and error rates are the factors to 

build a model. Therefore, Machine Learning model requires 

accuracy, precision and minimum error to have supervised 

predictive machine learning. 

ii. Recommendation 

In This research work an attempt has been made to find out 

the application of machine learning tools for identifying the 

determinant factors on the agricultural domain. In line with, 

different experimentation were conducted with four selected 

supervised machine learning techniques. Hence, the selected 

modeling techniques were tested using large and small 

datasets accordingly. This research recommends that the 

datasets used for this experimentation should be conducted 

by other supervised machine learning modeling techniques 

and also, the unsupervised machine learning modeling 

techniques should be applied on the agricultural datasets. 

This will create the opportunity to get the right predictive 

machine learning model for large datasets found on the 

domain. Furthermore, this research used Rapid Miner 

machine learning tool, further research should be done using 

more efficient ML tools. 
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