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Abstract:Mining data from the hybrid P2P networks is an ever demanding task for detecting malicious behavior of nodes. This research work
aims to propose an improved prediction strategy using particle swarm optimization based artificial neural network (IPS-ANN) classifier. From
the extensive literature study it is identified that only very few literatures are there for detecting malicious node activities. The simulation are
carried out using MATLAB by configuring 1000 nodes with three different attack scenarios namely collusion attack, Sybil attacks and file
polluter attacks. Detection accuracy, false positive rate and false negative rate are taken as the performance metrics for evaluating the efficiency
of the proposed classifier and also compared with the existing mechanisms. Results proved that the proposed IPS-ANN classifier better than that

of PeerMate , SMART , Outlier mining mechanisms.
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I.  INTRODUCTION

The Peer-to-Peer (P2P) systems are able to rapidly supply
information exchange and sharing service by utilizing
resources from participating peers, so have of late gained
noteworthy recognition [2]. However, the open and
anonymous nature of these systems often leads to a lack of
responsibility for the content a peer puts on the network,
opening the door to abuses by malicious peers [2].
Consequently, a major challenge for a large-scale P2P system
is to establish a scalable trust framework without any pre-
existing trust relationship among peers and without involving
trusted third parties or authorities In a hybrid P2P network, all
the nodes can be broadly grouped as super node and ordinary
node [3]. Under each super node, there are several ordinary
nodes with which the super node forms a subnet.

Each super node stores its neighbor super nodes’ list [4], so as
to ease the communications between subnets. In a subnet, the
super node is responsible for managing the interaction data
among the ordinary peers. Meanwhile, all the super nodes are
in charge of managing the interaction data among the subnets.
Based on the finding that each malicious peer has the specific
characteristic of outlier [1], this research work aims to present
an improved prediction strategy using particle swarm
optimization based artificial neural network (IPS-ANN)
classifier for malicious node detection for hybrid P2P
networks.

Il.  LITERATURE REVIEW
Xiaoliang et al. explained the importance of authentication in

P2P networks [5]. These authors stated that anonymity
searching allows attackers into P2P networks. To eliminate
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these attackers, the network requires trust and reliable
authentication. Stefan Kraxberger et al. proposed trust
transaction for the online service provision [6, 7]. The
provision stipulates that before making a purchase decision,
the buyer should check the trust value of the product from
third parties, based on the feed back of their trust value.
Alternatively, the buyer can purchase the item with the help of
a reputation system. Jia Zhang proposed the establishment of
trust based P2P network [8].

Accordingly, Jia highlighted that P2P anonymous
communication needs the trust method. This is because the
anonymous tunneling may not provide higher anonymity, but
may provide lower performance. Takeda et al. proposed
HDAM authentication method [9] Currently, P2P network
suffers more from authentication, and it is for this reason that
she has used HDAM method to increase reliability in P2P
networks. Cheng et al. elucidated that, in the P2P framework,
the service provider should authenticate the requested node
based on the communication history. Cheng et al. also noted
that the service provider should evaluate the trust value and
finally establish if the node is trustworthy or not [10]. Gupta et
al. developed a Reputation Aggregation method based on
different gossip algorithms [11]. This technique is used to
authenticate every node in the P2P network. The
authentication is done with the help of reputation value
obtained from every node.

Lu et al. explained that a Zero Knowledge-based
authentication in P2P system identifies the fake trust (FT)
[12]. In this procedure, a peer has never utilized its original ID.
Thus, it creates a false name built in the one-way hash
function. To empower the verification of the associates to
guarantee complete security of the touchy data, another
validation strategy is created on the premise of the Zero-
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Knowledge Proof. Dannewitz et al. proposed an Information
Centric networking method [13] . The aim of this procedure is
to develop an authenticated network infrastructure service for
today’s users. Bartram et al. proposed PGP (Pretty Good
Privacy) [14]. The author asserts that PGP is an authentication
and reliable information exchange in P2P networks.

For the PGP, the trusted database is used to authenticate every
other node in the network. Additionally, Jayaraj et al
proposed an Efficient, RR based Password-Authentication key
protocol [15]. This protocol is used to authenticate the peers in
RR protocol. The nodes can send the information when they
know the password of particular nodes since the password
information is stored in a trusted database. Another study by
Wright et al. investigated the attackers by the damaged group
members that disgrace the anonymity of all protocols over
time [16] . Based on this analysis, they have proved that when
an exacting initiator continues to communicate with an
exacting responder, the attacker can easily identify the source
and responder nodes. Hence, the attackers can take the valid
information from those nodes and consequently degrade the
network performance.

Bi et al. examined the idea of employing split manufacturing
method in Radio Frequency (RF) circuit protection and also
developed qualitative security evolution method [17-19]. The
exploration conducted by Bi et al. revealed that Intellectual
Property (IP), piracy, and hardware Trojans are becoming the
main hardware security threats. They have designed three
sample circuit structures namely; camouflaging gates, power
regulators and polymorphic gates. They have also proved the
high-efficiency IP piracy deterrence and circuit protection with
the help of the designed circuit structures.

It is noteworthy to mention a very recent and relevant work by
Wabhab et al., [23] in which authors have proposed a SVM
based distributed classification framework in clustered
Vehicular Networks (VANETS) for the detection of malicious
nodes in a cooperative manner. Selected monitoring vehicles
exchange their observations about the credibility of inter-
cluster relay nodes and use these observations to learn a SVM
classifier in an incremental and online fashion. Final class
labels are propagated among cluster heads to take required
action.

I1l. PROPOSED WORK

A. Overview of ANN

In the ANN prediction model, a multilayer feed forward
network with one hidden layer is used. The input layer has n
nodes, the hidden layer has H nodes and the output layer has O
nodes. The transfer function for the hidden node is the sigmoid
function, and the output transfer function is a linear activation
function. The output of the jth hidden node is computed as
follows:

() = V(l+exp(~(X L, x:i—6)),j=1,2...,H (1)

Where wj; is the weights that connect the ith input node to the
jth hidden node, 6; is the threshold of the hidden layer, x; is
the ith input, and y; is the output of the hidden layer. The
output from the kth output layer is computed as follows:

=Y ) k=12... 0 (2
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Where wy; is the weights that connect the jt* hidden node to
the kth output node. The maximum number of hidden nodes
in the network is computed using (2n +1), where n is the
number of input nodes in the network, which corresponds to
the features of the dataset. The accuracy based on the learning
error E is computed as follows:

Bi= 3, (ZF-CfY ©)

Where ZiK is the obtained output from the network and C IK is

the target output. E is the difference between the target output
and the obtained output. The fitness value of the training
sample is computed as follows:

Fitness (X;) = Ex(4)

The gradient error in the network with respect to the weight
increment and weight update is computed using equation (5)
and (6).

Awji=(zi—¢i)  (5)
AWjineW = Wjiold +AW} (6)

Where Awjis the change in weight that connect the hidden
node and the input node. The bias (6;) in the network is
incremented and updated using equation (7) and (8).

ABj=(zi—c) (7)
6,=0/+ A (8)

Where A0; is the change in bias and 7 is the learning rate.

B. Particle Swarm Optimization

In PSO, particles placed at random positions in the search
space is d- dimensional and the particle i of the swarm can be
represented by a d-dimensional position vector X; = (X;; +Xi, +
....... ,Xip). The velocity of the particle can be represented as
Vi=(Vy tVip + ... ,). During the search process, the position
of a particle is guided by two factors. That is, local best (P;)
and global best (Pgpest). The best visited position for the
particle by itself is P; = (Pir,2,-- ... ,Pip) The P;_of the particle
can be updated in the next generation as given inequation (9).

I:)ibest if f(x|(t+1))> f(PI best)
Pi(t+)=4 ’ )
X (t+1) else

Where NP is the size of the swarm. The position of the best
particle in the swarm is denoted by Pgpest = (Pg1,25------ ,Pgp),
and is computed using equation (10)

Pgbest = (Pi,besl) e (10)

For each generation the position of the particle and its velocity
in a PSO can be updated using the following equations:

(t +1) = w-V(t)+Cl(p1(Pi,best _Xi) +C2<p2(Pgbest _Xi) (1 1)
(t+1) =X (t)+Vi(t +1) (12)

Where V (t +1) is the velocity of the particle. Xi(t +1) is the
position of the particle, €, and C, are the cognitive and social
learning parameter, w is the inertia weight, ¢,and¢p,are
random numbers uniformly distributed in [0,1], i = 1,2,....,NP.
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The linearly decreasing inertia weight is computed using
equation (13).
iter
W = Wmnax _(wmax_wmin)( - ) (13)
ite

max

Where iter denotes the current iteration number and itermaxls
the maximum number of iterations. The value of w is between
0.9 to 0.3. Larger inertia weight is assigned to the particle
during the initial search which gradually reduces as the search
proceeds in further iterations.

In this research work, the best mutation operation is computed
using the linearly non- increasing weight values instead of
random weights. The linearly non-increasing weight values
improves exploration in search space. The modified best
mutation strategy is computed using equation (14).

Yi, = Xbestl,gen +F(Xbest2,gen _XbestB,gen) (14)

where F is a scaling factor which is used in controlling the
amplification of the differential variation € [0,1]. Xpest1, Xpesto,
Xpests are linearly non-increasing particles in the population.

V - Emin

Normali(X) =—2¢—
E max Emin

(Enewimax _Enewimin)*—Enewimin

(15)

where Enmin and Emgyds the minimum and maximum values of
an attribute, A. The normalized Enew max, min Within the range
of [0,1].

C. Improved Prediction strategy using Particle Swarm
Optimization based ANN Classifier for Malicious Node
Detection Model for Hybrid p2p Networks

The IPS-ANN algorithm is proposed to train the ANN
classifier to improve the prediction accuracy. The given Q
number of training samples with n dimensional input patterns
are mapped onto the corresponding target output z*. The input

patterns are represented as x* = {x:‘ =1,2...n}. The objective

is to find the function f with a global optimum Gbest at a
faster convergence rate. The total number of nodes in the
hidden layer H is computed as follows:

H=0n+1) (16)

In the IPS-ANN algorithm, the NN weights are considered as
particles. The weights from wj; and wy; and two biases from
input layer and hidden layer take part in the IPS-ANN process.
The group of particles is called a swarm. The size of the swam
NPe [0,1] is computed using (17):

NP = (n+1)xH +(H +1)x0Vi=1,2...NP (17)

where n is the total number of inputs. H is the total number of
hidden nodes. O is the total number of output nodes.

Step 1: Initialize the parameters learning rate (77), maximum
generations (Genmax), minimum error (€), swarm size (NP),
mutation rate (F),inertia weight (Wmax,Wmin),cognitive and
social learning parameter(C,,C,),maximum velocity(Vmax). The
weights are initialized randomly to a value between 0 and 1.

Step 2: The any training pattern from the normalized dataset
with n number of features is applied to the input layer X,
whose size is equal to n. Then the data from each input (x;, =
1,2...n) node of that pattern propagates to the hidden layer.
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Step 3: Linearly non increasing weights are assigned on the
link connecting input layer to the hidden layer (wj;) and the
hidden to the output layer(wy;). The weights are obtained from
the modified best mutation operation.

Step 4: The feed forward operation is performed using
equation (1-4) to find the local best (lpest) values. Among the
local best values {l;, = 1,2...Q} the minimum fitness value is
the global best Gres: = min(l; pest). After finding the global and
local best, for each generation the particles’ position and
velocity are updated.

Step 5: The gradient descent BP algorithm is applied to the
global best, when it is greater than the fitness value. The
network propagates back to change the weights (Aw;i,Awy;)
and bias (A6)) to minimize the error. The change in weights
and bias values are computed.

Step 6: Compute the fitness of the weight tuned, back
propagated network. If the fitness value is less than 10, it
terminates the process. Otherwise, the following steps are
carried out.

Step7: The back propagated weight values and bias values
{AWjil, AWjiz. . .AWjin,Aijl ,Aijz. . .Aijn,AGj NP} are
stored and used for the next generation process. The procedure
presented from step 4 to step 6 is repeated.

Step8: If the global best value for the current iteration is
greater than that of the previous iteration ([Gen] <G[Gen +1]),
then the training process is terminated as it may tend to
overfit. Otherwise, the following step is carriedout.

Step 9: The above steps (3-7) belongs to the training
procedure. Train the ANN till the global best value is reached.
At the end of the training, the test set is used to test the
generality of the IPS-ANN classifier.

IV. SIMULATION RESULTS

Simulations are carried out using MATLAB. Each simulation
runs 10 times, and the average value is reported as the
simulation result. Without the loss of generality, commonly
used false positive rate (FPR, i.e. the ratio of peers that are
normal but considered as malicious to all the normal peers)
and false negative rate (FNR, i.e. the ratio of peers that are
malicious but considered as normal to all the malicious peers)
as the criterion [20, 21] to assess the performance of our
model.True positive is the normal activity correctly identified
as normal activity. False positive is the attack behavior
incorrectly identified as normal activity. True negative is the
attack behavior correctly identified as attack behavior. False
negative is the normal activity incorrectly identified as attack
behavior. The simulation has been performed with three
different attack scenario in 500 nodes deployed for hybrid P2P
network.

FPR =FP / (FP + TN)
FNR =FN / (FN + TP)

Attacks

Number of injected attacks

Collusion attacks 1846

98]
(Y
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Sybil attacks

713

File polluter attacks

1264

Tablel. Performance Analysis of False Positive Rate, False Negative Rate and Accuracy

TP TN FP FN FPR FNR Detection
Accuracy
Collusion attacks
PeerMate [20] 1204 216 221 205 50.57 14.55 76.92
SMART [21] 1286 185 184 191 49.86 12.93 79.69
Outlier Mining [22] 1399 162 133 152 45.08 9.80 84.56
IPS-ANN 1445 178 102 121 36.43 7.73 87.92
Sybil attacks
PeerMate [20] 337 213 91 72 29.93 17.60 77.14
SMART [21] 342 232 78 61 25.16 15.14 80.50
Outlier Mining [22] 361 242 58 52 19.33 12.59 84.57
IPS-ANN 379 244 41 49 14.39 11.45 87.38
File Polluter attacks

PeerMate [20] 822 147 114 181 43.68 18.05 76.66
SMART [21] 854 171 98 141 36.43 14.17 81.09
Outlier Mining [22] 896 182 87 99 32.34 9.95 85.28
IPS-ANN 912 199 71 82 26.30 8.25 87.90
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From the results it is evident that the proposed IPS-ANN
classifier correctly detected collusion attacks, Sybil attacks and
file polluter attacks with the accuracy 87.92%, 87.38% and
87.90% respectively. Also the false positive ratio is reduced
upto 36.43%, 14.39% and 26.30% for the collusion attacks,
Sybil attacks and file polluter attacks respectively. In addition
to that the false negative ratio is reduced to 7.73%, 11.45%
and 8.25% respectively. The results showed that the proposed
IPS-ANN classifier outperforms than that of the existing
mechanisms namely PeerMate [20], SMART [21], Outlier
mining [22] mechanisms. The matlab results are also presented
for the same in Fig.1, Fig.2 and Fig.3.

V. CONCLUSIONS

Data mining nowadays expanded its scope to discover hidden
information / knowledge from the network datasets. In real
time scenario like hybrid P2P networks the intrusion is
prevailing as a common one. This research aim to propose a
classifier that would detect the several attacks such as
collusion attacks, Sybil attacks and file polluter attacks. Hence
an improved prediction strategy using particle swarm
optimization based artificial neural network (IPS-ANN)
classifier for malicious node detection for hybrid P2P
Networks. Simulations are carried out using MATLAB and the
obtained results prove that the proposed IPS-ANN performs
better detection in terms accuracy, false positive ratio and false
negative ratio.
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