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Abstract:Gabor wavelet has proved to be an effective tool in extracting important features from the face images. In this research work we are 
proposing a face recognition system which uses Gabor filter bank to create Gabor feature images. The Gabor feature images with their different 
orientation and scale has increased the feature dimensionality. To reduce these features and form the final feature descriptor a local approach 
based on the regional histogram formation is used. In this approach, the featured images are divided into different regions. The histogram of each 
region is calculated and concatenated to form the final feature descriptor. Chi square similarity measure is used for classification. The 
effectiveness of the algorithm is justified on the face images which have illumination variations and pose variations in it. 
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1. INTRODUCTION 

 
Human face has very complex structure. The presence of 

various components like eyes, eye brows, nose, lips etc. adds 
complexity in the automatic recognition of faces. All these 
components have certain fixed shape, size and their 
proportion in the total face area. Even though it has a 
complex structure, it has a definite shape and can be detected 
very easily. But when it comes to discriminate between the 
two faces, the act which can be done by human sensory 
system within a fraction of second and without making any 
special arrangement, may take a series of well-defined 
actions to be performed by an automatic computer system 
[1].  

In this work a face recognition system based on the local 
feature formation using Gabor wavelet is proposed. As 
Gabor wavelets works similar to human cortex system, it 
will be able to extract the features of the face images which 
may discriminate between two face images correctly. 
Human face with particular type of non-repetitive texture 
contains multiple curves over it, which may have different 
frequency contents present within. To extract such features 
Gabor wavelet with multiple filters (filter bank) are 
used[2][3].  

The contribution made by this work can be summarised 
as: 1) A detailed analysis of human face from the point of 
view of extracting features from different face regions. 2) 
The features obtained by filtering with Gabor wavelets are 
transformed into face feature descriptor using local 
histogram forming approach. 

The rest of the work is organized as follows. In section II 
we review the related work, in section III we introduce and 
explain our proposed system. Experiments performed & 
results are taken in Section IV. Finally we conclude 
alongwith the future scope in section V. 
 

 
 

2. LITERATURE SURVEY 
 

In face recognition two approaches, global and local are 
commonly used. In global approaches the features extracted 
from entire face image are considered for classification. The 
popular methods using global approaches are based on 
subspace analysis using principle component analysis 
(PCA)[4], linear discriminant analysis (LDA) [5] and 
independent component analysis (ICA) [6].Whereas in local 
approaches the features are obtained by considering the 
pixels in the neighborhood. These can be further divided 
based on the way the local features are extracted. 

The first approach is to divide the image into different 
rectangular regions. Process each region separately and 
determine the histogram by taking ‘n’ number of bins. 
Where ‘n’ can be varied from 1 to number of gray levels in 
the image. Here the histogram of each region is representing 
the local features for that region. All such local features are 
finally concatenated together to represent the face by a 
feature descriptor. Finally a similarity measure like Chi 
Square, Mahalobanis distance, Cosine, or Euclidean distance 
is used for the classification. This approach is widely 
followed in local binary pattern (LBP)[7], local ternary 
pattern (LTP)[8], local derivative pattern (LDP)[9], local 
directional number pattern (LDN)[10], local vector pattern 
(LVP)[11] etc.  

In second approach based on the fiducial points a grid is 
formed. At each fiducial point Gabor features with different 
resolutions are extracted. Such features are finally combined 
together to form the face feature descriptor. Mahalobanis or 
cosine distance mesures are used for classification. The 
main challenge in this approach is locating automatically the 
fiducial points prior to extract the features. This approach is 
used in dynamic link architecture (DLA)[12], elastic bunch 
graph matching (EBGM)[13] etc. 

In third approach, number of strongest feature points on 
the face are located first and then the features are extracted 
around that point. These features at different points are 
concatenated together to form the feature descriptor. This 
proved to be an effective approach but if some of the points 
are missed out, it will result in miss-classification. For the 
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detail explanation of different face recognition system one 
can refer the survey made by [3][14][15]. 

Though the Gabor filtered feature images are robust, they 
are computationally intensive. The dimensionality of this 
approach is directly increased by the number of times, the 
scale and orientation of the Gabor wavelets are used. In the 
proposed approach our main intention is to have features 
which can discriminate between the two face images, there is 
no need to represent back that image. Hence we are 
considering only two scales and eight rotations. The features 
are further reduced using down sampling and reducing the 
number of histogram bins used in the local processing of the 
image, before finding the final face feature descriptor. 

 
3. SYSTEM METHODOLOGY 

 
In the proposed system, first we are forming a code book 

using the gallery images and then the code of probe image is 
compared with the code of each and every gallery image in  

 
 
Fig. 1. Block diagram of Proposed System 
 

the codebook to find out the correct match. The various 
steps performed in the proposed system are given in the Fig. 
1. 
A. Preprocessing 

The input image is aligned, normalized and converted 
into 128x128 for each gallery and probe images. Histogram 
equalization method is used to improve the contrast of the 
image 
B. Feature Extraction 

Each input image is passed through a Gabor filter bank 
of size MxN. Hence after filtering the input image we have 
number of Gabor filtered images with different scale and 
rotation. Each filtered image is then divided into PxQ 
regions. The histogram of each region is calculated and 
concatenated. Finally, all the concatenated histograms of a 
single input images are concatenated further to form face 
feature descriptor for that face image. With this process all 
the gallery images are processed and the database of feature 
descriptors for the gallery images is created. 

 
1. Filtering the image with Gabor filter bank: 

Gabor wavelets are proved to be effective in filtering the 
local spatial-frequency distribution, giving optimal 
resolution in both the domains. 

The 2D Gabor wavelet in spatial domain and frequency 
domain is given by[16] 

ψ(x,y) =  𝑓𝑓
2

𝜋𝜋𝜋𝜋𝜋𝜋
 exp(-(α2xr

2 + β 2yr
2)) .exp(j2πfxr)    (1) 

xr= x.cosθ + y.sinθ&yr= -x. sinθ + y. cosθ 

Φ(u,υ) =𝑒𝑒
−𝜋𝜋2( 1

α2(𝑢𝑢𝑟𝑟−𝑓𝑓)2+ 1
β2υ𝑟𝑟2 )

 (2) 
Where  
α = √2𝜋𝜋𝜋𝜋

σ
, β = √2𝜋𝜋𝜋𝜋

σ
are the sharpness of Gaussian in x, y  

direction respectively. ‘f’ is the central frequency of the 
sinusoidal function. σ is the width of the Gaussian function 
representing standard deviation. 

γ =  𝑓𝑓
α
 and η = 𝑓𝑓

β
 

θ is the orientation of the major axis of elliptical 
Gaussian. 

 
To obtain the Gabor filtered image g(x,y), the input 

image f(x,y) is convolved with the Gabor filter. The output 
image is given as 

g(x,y) = f(x,y) * ψ(x,y)                                       (3) 
 
 

 
 
Fig. 2. Magnitude plot for the Gabor filter bank used 
 
Where (x,y) represents the co-ordinates and f(x,y) 

represents the intensity of face image at that co-ordinate. 
Practically the convolution is determined by processing the 
functions in frequency domain. The Fourier Transform of 
input image and Gabor filter is determined and multiplied. 
To the obtained result inverse Fourier Transform is applied. 
This will represent a Gabor filtered image which is a 
complex function of (u,v), containing real and imaginary 
part. From which we can obtain easily its magnitude and 
phase. In our proposed system we are using only magnitude 
part. 

 
2. Local processing of the Gabor filtered images: 

 
 The image g(x,y) is divided into PxQ regions. The 

histogram of each region is calculated for the gray levels 
present using eqn. 4  

 
𝐻𝐻(𝐺𝐺)
𝑝𝑝 ,𝑞𝑞  = ∑ (1)(𝑥𝑥 ,𝑦𝑦)𝜖𝜖𝑅𝑅𝑝𝑝 ,𝑞𝑞  for G = 0,1,…255 (4) 

 
Where G is the gray level. In multiresolution 

representation, the number of gray levels used may vary, i.e., 
0 to 63,  0 to 15 and 0 to 3 etc. 𝑅𝑅𝑝𝑝 ,𝑞𝑞  represents the face 
region. 

The histogram so obtained for each region are  
concatenated using eqn. 5,  

 
TH = ∏ 𝐻𝐻𝑝𝑝 ,𝑞𝑞𝑁𝑁

𝑖𝑖=1    (5) 
 
where Π is concatenation operator and N=PXQ is the 

total number of regions. 
The operation is performed on all Gabor filtered images 

of single subject and finally they are concatenated  using eqn. 
6. This will give final face feature descriptor (FFD). 

 
FFD = ∏ 𝐺𝐺𝐺𝐺𝑖𝑖𝑁𝑁

𝑖𝑖=1  (6)  
where N is the number of Gabor filtered images. GH 

represents the complete histogram descriptor. 
The feature vectors obtained in this way are then stored in 

the database as code book. 
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C. Classification: -  
In classification stage, an input probe image is processed 

in the same fashion as that of gallery images and the code is 
compared with the feature descriptors of gallery images 
stored in the code database. The closest match will be 
considered as recognized image. To find out this closest 
match we used Chi square similarity measure.  

χ2(F1, F2) =∑[𝐹𝐹1−𝐹𝐹2(𝑖𝑖)]2

𝐹𝐹1+𝐹𝐹2(𝑖𝑖)
   (7) 

Where, F1 represents probe image and F2(i) represents 
gallery images. 
 
4. EXPERIMENTS AND  RESULTS 

 
The input image is first aligned and normalized to size 

128x128. The image is then passed through Gabor filter bank 
with 2 scales and 8 orientations. Due to this the 
dimensionality of the image gets multiplied by 2x8 times, 
i.e., the feature length is increased from 128x128 to 
128x128x2x8. To reduce the dimensionality, we used down 
sampling of the Gabor filtered images with a down sampling 
factor of 16. Hence for further processing, the feature length 
is 32x32x16. This is for a single subject filtered with 2x8 
filters. Each image of size 32x32 is thendivided into 4x4 
regions and the histogram of each region is calculated 
separately. If we consider each gray level as a bin, the total 
number of bins will be 256, the length of the feature vector 
becomes 256x16x16 (number of bins x regions x Gabor 
filtered images)=65,536. The histogram so obtained has very 
few nonzero elements, which will create redundancy in 
calculation. Therefore the number of bins are reduced 
further.  

 
 

Fig. 3. Some of the faces in (a) AT&T, (b) extended Yale B 
database 

 
The length of feature vector can be reduced from 65536 

to 16384 if number of bins are 64, to 4096 if number of bins 
are 16 & to 1024 if number of bins are 4. Considering each 
case experiments are performed. The performance of the 

proposed system is evaluated using the publicly available 
AT&T and extended YaleB databases. 

 
A. AT & T Database 

The database contains 10 images of 40 subjects. The 
images are with different pose and expression conditions. 
The original image is of size 112x92. In our experiment we 
resized it to 128x128 so as to have the equal sections during 
the division of the face images in local approach. Out of 10 
face images per subject in  the AT&T database, the first three 
are taken as gallery and the last 4 images as a test images. 
Fig. 3(a) shows some of the faces with different pose and 
expression in AT&T database[17]. 

Fig. 4 shows the feature vector with down sampling 
factor of 16 and 16 bins used for two different subjects. The  
marker shown at 500 & 2500 to show the variations in the 
feature values. The feature vector with different 
downsamling factor 1, 4, 16 & 64 is shown in the first 
column of Fig. 5 and the second column shows the featue 
vector with different number of bins 256, 64, 16 and 4. 

Number of experiments performed to find the optimum 
number of regions, to divide the face image for local 
processing from 1x1 = 1 region to 8x8 = 64 regions. The 
graph is showing increment in the recognition rate, as the 
number of regions are increasing. At 4x4 region we are 
getting maximum recognition rate for different number of 
bins considered as shown in Fig. 6(a), but after that the 
recognition rate is decresing for 8x8 regions. 

In another expt, keeping down sampling factor constant, 
we vary the region size and noted the recognition rate for 
each region. The procedure is repeated for all four 
downsampling factor. The plot is shown in Fig. 6(b).  

 
Fig. 4. Feature vector for two different subjects 

 



Kailash S. Sharma et al, International Journal of Advanced Research in Computer Science, 8(9), Nov–Dec, 2017,718-722 

© 2015-19, IJARCS All Rights Reserved       721 

 
Fig. 5. Feature vector with diff. no. of bins & down 

sampling factor 
 
For down sampling 1 & 4 the results are maximum, but 

the computational cost and the time needed is also more.The 
result obtained by our proposed approach are compared with 
other such techniques. Table 1 gives the recognition rates 
obtained by different methods 

Table I.  Comparison of Different Methods (AT & T 
Database) 

Sr. No. Method used  Recognition 
Rate (%) 

1 LBP 83.75 
2 LDN 85.83 
3 Gabor-PCA 74.17 
4 Gabor-LH 92.12 

 
B. Extended Yale B Database 

This database is mainly used for illumination variation 
evaluation. It contains images of 38 subjects, both with nine 
poses and 64 illuminations per pose[18]. From the available 
faces 10 faces per subject are taken. From the ten, first 3 are 
taken as gallery and last for as probe data, the remaining 3 
are kept for the evaluation purpose. The comparison of the 
result is made with the result obtained by other method & is 
tabulated in Table 2. 

 

 
 

Fig. 6. Effect of varying number of regions on 
Recognition Rate 

For different no.of bins, (b) diff. down sampling factor 

Table II.  Comparison of Different Methods (Extended 
YaleB Database) 

Sr. No. Method used  Recognition 
Rate (%) 

1 LBP 84.16 
2 LDN 81.61 
3 Gabor-PCA 83.33 
4 Gabor-LH 94.15 

 
5. CONCLUSIONS 

 
In this paper, we proposed a face recognition system 

using local histogram based approach. An input face image 
is filtered with Gabor filter bank to get the featured images. 
For creating the feature vector, the histogram of the various 
regions of these filtered images are determined separately 
and finally combined together. From the various 
experiments performed it can be concluded that –  
• the region wise histogram is in the form of a sparse 

matrix and has very few nonzero elements. 
• reducing the number of bins used in each region, 

equally preserves the results. 
• thegabor filtered features uptodownsampling factor 64 

can be effectively used for the classification of the face 
image. 

 This technique can be extended further, and only the 
selected feature descriptor with more discrimination can be 
used. Due to this added feature selection step, the 
computational time will be reduce. 
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