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Abstract: Sentiment analysis is field of text mining in which reviews are in form of unstructured data so opinions can be extracted from overall 
opinion. This paper works on finding approaches that generate output with good accuracy. Least squares twin support vector machine 
(LSTSVM) is a quite new version of support vector machine (SVM) based on non-parallel twin hyperplanes. LSTSVM is an extremely efficient 
and fast algorithm for binary classification and its parameters depend on the nature of the problem. The goal of this paper is to improve the 
accuracy through LSTSVM. A result on several benchmark datasets is applied to train a sentiment classifier inorder to demonstrate the accuracy 
of the proposed algorithm. N-grams and different weighting scheme were used to take out the most classical features. It also analyzes Chi-
Square weight features to select informative features for the classification. Experimental analysis reveals that by using Chi-Square feature 
selection in LSTSVM may provide significant improvement on classification accuracy. 
 
Keywords: Chi-Square Weight, Least Squares Support Vector Machine (LSTSVM), Support Vector Machine (SVM). 

 
1. INTRODUCTION 
 
n web technology, large amount of data is available for the 

internet users. These users uses the resources in the web also 
give their feedbacks to organize and analyze their views for 
better decision making about their products and services. 
Due to a large collection of opinions on the Web, some form 
of summary of opinions is needed. Sentiment Analysis is to 
find the result about opinion of user with reference to 
various topics or in text consideration [18], [19]. It 
determines whether a piece of writing is positive, negative 
or neutral. In machine learning methods sentiment 
classification accuracy is affected by decision function used. 
Here, Support vector machine (SVM) is a useful technique 
for data classification to evaluate positive and negative 
opinions [2].  

In large-scale, SVM is affected due to high computational 
complexity of quadratic programming problem (QPP) [6]. 
To improve the performance Least squares twin support 
vector machine (LSTSVM) is used with SVM. The method 
of LST is used for features extraction as well as 
dimensionality reduction with fine accuracy of text 
categorization and less computational overhead [11] [8]. A 
twin support vector machine (TWSVM) which also aims at 
seeking two nonparallel hyperplanes which is close among 
the two classes and at the same time leave from the other. 
The idea of solving two smaller-sized QPPs rather than a 
single larger-sized QPP in SVM makes the learning of 
TWSVM four times faster than SVM. To improve the 
learning speed of TWSVM, after combining the spirit of 
TWSVM [8] and LSSVM [17], least squares twin support 
vector machine (LSTSVM) [16] is proposed to replace the 
QPPs in TWSVM with a linear system by using a squared 
loss function instead of the hinge one. 

In this paper the main aim is to investigate the algorithm 
of SVM and improve further its performance by using 

LSTSVM in terms of accuracy. This work present 
experiments using machine learning open source data 
mining software tool. The experiments using benchmarks 
datasets [7][8] with a number of different term-weighting 
schemes for feature extraction and Chi-square for feature 
selection. Support Vector Machine (SVM) has been used for 
the classification process [12]. The result was measured 
using Precision, Recall, Accuracy, F Measure and AUC for 
evaluating the efficiency of the proposed method.  

This paper is organized as follows; Section 2 explains the 
related works performed by other researchers in this field; 
Section 3 describes the proposed method LSTSVM 
algorithm to perform the experiment; and Section 4 is the 
primary results and discussion obtained from the 
experiments.  
 
2. RELATED WORKS 
 

In recent years Mmany significant researches have been 
developed in the area of sentiment analysis. The author 
Vapnik et al. proposed an effective classifier, Support 
Vector Machine (SVM), on the basis of Structural Risk 
Minimization (SRM) concept in order to reduce the risk 
occurrence during training phase [1-4]. Introduced of 
Generalized Eigen-value Proximal SVM (GEPSVM) by 
Mangasarian et al. which generates two non-parallel hyper-
planes for two class classification [21] where the patterns of 
each class lie in the close proximity of one hyper-plane and 
maintain clear separation with other. On the basis of SVM 
and GEPSVM, Jayadeva et al. proposed a novel binary 
classifier, Twin Support Vector Machine (TWSVM), which 
classifies the patterns of two classes by using two non-
parallel hyper-planes [22]. TWSVM solves a pair of QPPs 
instead of single complex QPP as in SVM which makes the 
learning of TWSVM four times faster as compared to 
conventional SVM [22-23]. In SVM, all patterns together 
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provide constraints to QPP, while in TWSVM patterns of 
one of the two classes provide constraints to each QPP. 
TWSVM has been applied to various real life applications, 
for example, disease diagnosis, software defect prediction, 
intrusion detection, emotion recognition, image annotation, 
speaker identification etc. [24-32]. Kumar et al. proposed 
LSTSVM, a binary classifier, that solves two linear 
problems instead of two QPPs and determines two non-
parallel hyper-planes one for each class. The main purpose 
is to improve accuracy and identify key features for each 
sentiment class [13]. In order to address these issues, a 
suitable method of feature selection is required to extract the 
useful features before the classification is done. If the 
features used are reliable and robust then the classification 
performance can be increased. Excessive numbers of 
features not only increase computational time but also 
degrade classification accuracy. As a consequence, feature 
selection plays a critical role in text classification problems 
to speed up the computation as well as improving the 
accuracy [14]. 
 
3. BASIC CONCEPTS 
 

This  section  provides  the  brief  introduction  of  
traditional  SVM,  TWSVM  and LSTSVM. The format of 
training set for binary classification is given below: 

D = {(x1, y1), (x2, y2),…,(x1, y1)}       (1) 
Where   represents the ith data sample or pattern in n-
dimensional real space R and   {+1,-1} represents class 
label. ‘l’ represents number of patterns in training dataset. 
Suppose positive and negative class contains l1 and l2 
patterns correspondingly and l=l1 + l2. 

A. Support Vector Machine 
SVM uses following decision function to classify the 
patterns: 

f(x) = sgn ((w.x)+b)                        (2) 
SVM divides the patterns of two classes by constructing a 
hyper-plane that provides clear separation between them [5]. 
The equation of hyper-plane is given below: 
                          W.X + b=0                                    (3) 
The above hyper-plane lies in between following planes: 
           WT.X + b = 1 and WT.X + b = -1                  (4) 
Where a normal vector is in n-dimensional real 
space R and  is a bias term. 
SVM solves following QPP in order to obtain the value of 
normal vector and bias: 

 

s.t                        Yi((W.Xi)+b) ≥1-ξi 
and      ξ1  ≥ 0                                                     (5) 
Where i=1,…,l, and the notation and C>0 denote slack 
variables and penalty parameter respectively. Slack 
variables determine the degree of misclassification of data 
sample. The above QPP is solved by taking its dual form. In 
SVM, all patterns provide constraint to QPP i.e., SVM dual 
formulation depends upon the number of all patterns in the 
training set. For ‘l’ training patterns, the complexity of SVM 
is O (l3) [4]. Figure 1 shows the geometric representation of 
the binary SVM. 

 
Figure 1. Geometric Representation of Binary Support 

Vector Machine 
 

B. Twin Support Vector Machine 
TWSVM uses following decision function in order to 
classify the patterns of two classes: 

                                         (6) 
TWSVM performs the classification task by generating two 
hyper-planes which are not parallel but obtained by 
optimizing a pair of QPPs as: 

 
                                           
(7) 
 
s.t               

(8) 
Where matrices X1 ⋲ Rl1xn and X2⋲ Rl2xn include the patterns 
of positive and negative class correspondingly, are penalty 
parameters for misclassified samples,e1⋲ Rl1and e2⋲ Rl2 are 
the vectors of 1’s ξ ⋲ Rl2and η ⋲ Rl1 are slack variables due 
to negative and positive class correspondingly. TWSVM 
determines the following two non-parallel hyper-planes in n-
dimensional space: 
                                    XTW1+b1=0 and XTW2+b2=0             
(9) 

TWSVM solves two smaller size QPPs in which patterns 
of one of the two classes provide constraints to it. If number 
of patterns in each class is approximately equal to l/2, then 
the complexity of TSVM is O (2×(l/2)3) which is four times 
faster than that of traditional SVM [22]. Figure 2 shows the 
geometric representation of the binary Twin Support Vector 
Machine. 
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Figure 2. Geometric Representation of Binary Twin Support 

Vector Machine 
 

C. Least Squares Twin Support Vector Machine (LSTSVM) 
LSTSVM  constructs  two-non  parallel  hyper-planes  by  

optimizing  a  pair  of  linear equations instead of a pair 
QPPs as 

 
s.t   

(10) 

 
s.t

 
LSTSVM solves a pair of linear equations rather than QPPs 
due to equality constraints as opposed to inequality 
constraints as in TWSVM. After solving above equations, 
we can calculate the parameters of hyper-plane as: 

 (12) 

and (13) 
Where, H=   and G=   . Further, hyper-plane parameters 
(w1,b1) and (w2,b2) are helpful to generate two non-parallel 
planes by using equation 9. A class is assigned to a new 
pattern depending upon which of the plane lies nearest to it 
as: 

                       (14)
  
Where | . | denotes the perpendicular distance of the pattern 
from the plane. LSTSVM also classifies the non-linearly 
separable patterns by using kernel function and determines 
two kernel generated surfaces in higher-dimension as: 

K(xT,DT)μ1+γ1 = 0 and K(xT,DT)μ2+γ2 = 0   (15)           
Where ‘K’ is any kernel function and D=[X1 X2]T. The 
optimization problems of non-linear LSTSVM are 
formulated as: 

 
s.t
(16) 

 and 

 
s.t (17) 
Hyper-plane parameters are calculated as: 

              
(18) 

 

Where P= [k (X1,DT)e] Q= [k (X2 , DT) e] and the class is 
evaluated as 

 

 
4. PROPOSED METHODOLOGY 
 

The paper works on to improve accuracy by using 
LSTSVM on benchmark datasets by Pang Corpus [7] and 
Taboada Corpus [8].The framework consists of 
preprocessing, feature extraction, feature selection and 
classification stages. The obtained measure is explained in 
the following section. 

 
 

 
Figure 3. Sentiment Analysis Process Flow 
 

A. Sentiment analysis 
Sentiment analysis process works on consumer reviews 

are in form of unstructured data. The process involves 
unstructured dataset is converted into structured form. By 
using feature selection method it extracts features from 
structured review. Then the classification technique is 
applied on extracted features to classify them into its 
sentiment polarity either positive or negative [20].  
Data cleaning 

The process carried out here is removing of stop word 
and special character. Also, Unwanted punctuation, new 
lines, ASCII code and stop word are removed. Stemming is 
takes place as a part of preprocessing technique where Stop 
word, stemming and tagging has been performed [7] [14]. In 
which Tokenization [9] divides particular text into token. 
Also, conjunction rule, Negation rule, Part of Speech 
tagging by POS tagger and baseline approach is to be 
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implemented [10]. In many existing papers NLTK is used 
with python to preprocess the dataset. 
Following various methods are used in sentiment analysis as 
a part of preprocessing [15]. 
• Convert upper to lower case letter, remove Punctuation 

which are unwanted, remove New Line, remove special 
character, remove ASCII code, remove extra white 
spaces etc. 

• Stemming: M.F. porter stemmer is most widely used 
algorithm which stems the word. 

• Negation rule: this method removes negation word 
which reverses meaning of word in review. 

• Conjunction rule: This method extracts meaning from 
review using grammatical rule. 

Datasets Description 
Two label datasets 2000 positive and negative Movie 

Review Datasets from those400 positive and negative SFU 
Review Corpus Datasets are used for the experiments. 
• Pang Corpus: The corpus performs classify movie 

reviews collected from IMDb.com. The collection 
consists of 2000 reviews (1000 positive samples and 
1000 negative samples). 

• Taboada Corpus: It includes 400 opinions collected 
from the website Epinion-s.com divided into 200 
reviews classified as ”suggested” (positive) and 200 as 
”not recommended” (negative). The datasets contains 
reviews about product and services such as movies, 
books, cars, phones and etc. 

Feature Extraction and Selection  
A mixture of feature selection methods are TF-IDF(Term 

Frequency–Inverse Document Frequency), IG(Information 
Gain), MI(Mutual Information), Feature Vector, Unigram, 
Bigram and N- gram methods. Two feature selection 
techniques CountVectorizer and TF-IDF are discussed in 
TF-IDF score is to be taken into consideration to balance 
most weighted and less weighted word. Chi square method 
gives good result for both positive and negative class. 
Mutual information, Chi-square, TF-IDF and Information 
Gain techniques are used to select feature from high 
dimensional data Minimum support threshold is used to 
extract aspect. TF-IDF feature selection is used. Feature 
Vector is constructed from feature set. Unigram feature 
extraction technique has been used to extract feature and 
feature vector list is produced. Opinion words are extracted 
using Wilson lexicon list. Unigram, Bigram, Unigram with 
bigram and Unigram. As part of feature selection Pos 
tagging technique are used to extract features and emotions 
are taken as noisy label to improve the accuracy level [13]. 
Most Widely used feature selection methods have been 
defined below. 
Term Frequency Inverse Document Frequency (TFIDF) 
• It is defined by multiplying value of frequency of word 

in review (TF) and frequency of word in whole corpus 
(IDF). 

TF-IDFi =ti,j* log(N/dfi) 
 

TF-IDFi is the weight of a term i. ti,j is the frequency of 
term i in sample j. N is the total number of samples in the 
corpus. dfi is the number of samples containing term i. 
• Binary Occurrences(BO) - occurrences as a binary 

value 
The resulting vector is not normalized. 

 

• Term Occurrences (TO) - the absolute number of 
occurrences of a term vij = fij. The resulting vector is 
not normalized. 

• Chi-square measures observed count and expected 
count and analyzed how much deviation occurs 
between them. In text feature selection, these two 
events correspond to occurrence of particular term and 
class, respectively. CHI2 information can be computed 
using formula below: 

 

B. Text Classification Method Selection using Least 
Squares Twin Support Vector Machine (LSTSVM) 
algorithm  

LSTSVM has four parameters c1, c2, sigma1 and sigma2 
which should be set by the user where c1 and c2 represent 
the amount of error for each class and sigma1 and sigma2 
measure the impact of error on each hyperplane [24], [25]. 
These four parameters are highly dependent on the nature of 
the problem which means that for different problems, they 
would have different optimum values. From the figure.4 
algorithm of LSTSVM is applied for classification. 

 

 
Figure 4: Algorithm of LSTSVM for Classification 

 
 

C = [c1, c2] and sigma = [sigma1, sigma2] c ← c0; 

sigma ← sigma0; 

Acc = MyLSTSVM (dataset, classes, method, c0, sigma0); 
cbest ← c; sigmabest ← sigma; Accbest ← Acc; 

iteration ← 0; iterationmax ← Constant Value (e.g. ∞); 
While iteration < iterationmax 

{ 

cnew  = c − 0.01 + (0.02) ∗ randn(1, 2); 

sigmanew  = sigma − 0.0001 + (0.0002) ∗ randn(1, 2); 

AccN ew = MyLSTSVM(dataset, classes, method, c0, 
sigma0); if exp((AccN ew − Acc) ∗ iteration) > rand(1, 1) 

{ 

c ← cnew ; sigma ← sigmanew ; Acc ← AccN ew; 

cbest  ← cnew ; sigmabest  ← sigmanew ; 

iteration ← iteration + 1; 

} 

} 

return cbest , sigmabest , Accbest 
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5. SIMULATION RESULTS AND DISCUSSIONS 
 
Effectiveness Measures 

Four effective measures used based on confusion matrix 
output, which are True Positive (TP), False Positive (FP), 
True Negative (TN), and False Negative (FN). 
• Precision(P) = TP/(TP+FP) Recall(R) = TP/(TP+FN) 
• Accuracy(A) = (TP+TN)/(TP + TN + FP + FN) 
• AUC (Area under the (ROC) Curve) = 1/2.((T-

P/(TP+FN))+(TN/(TN+FP)) 
• F-Measure(Micro-averaging) = 2.(P.R)/(P+R) 

The effectiveness of text categorization is measured using 
the F-measure which is a combined effectiveness measure 
determined by precision and recall, accuracy, and AUC. The 
area under the ROC curve (AUC) has become a wide 
measurement of performance of supervised classification 
rules. The simple form of AUC is only applicable to the case 
of two classes. 
 
6. SIMULATION RESULTS 
 

Two parts of dataset is used, one for training and the other 
for testing where 70% parts used for training and 30% parts 
for testing to review its accuracy. In this approach three 
different weighting schemes were used to generate the word 
vectors as word frequency in text and in the entire corpus 
(TFIDF), Binary Occurrence (BO) and Term Occurrence 
(TO). The comparison between Least Square Twin Support 
Vector Machine (LSTSVM) and Support Vector Machine 
(SVM) is used for this experiment to classify the testing 
datasets as positives or negatives in unigram model inoder to 
find out higher accuracy for better results. 

Table 1, 2 shows the comparison of training and testing 
results in terms of AUCs on Taboada Corpus. In Table 1 and 
2 AUCs of LSTSVM is higher with unigram model. The 
highest AUC value from Table 1 obtained for LSTSVM is 
0.884 as compared to SVM it is 0.840. In terms of weighting 
scheme, TFIDF performs better in this experiments 
compared to Binary Occurrences (BO) and Term 
Occurrences (TO). 

  
TABLE I 

TABOADA CORPUS 10-FOLD CROSS-VALIDATION TRAINING 
RESULTS 

 
Weighti

ng 
Scheme 

 
Classificat

ion 
 

Accura
cy (%) 

Precisi
on 

(%) 

Reca
ll 

(%) 

AU
C 
 

TFIDF 

LSTSVM 80.67 80.56 
80.1

2 
0.88
4 

SVM 75.57 76.15 
79.3

3 
0.84
0 

BO 

LSTSVM 72.11 71.42 
84.7
4 

0.82
1 

SVM 67.32 65.21 
90.4

2 
0.78
1 

TO 

LSTSVM 64.62 62.53 
92.6
3 

0.73
4 

SVM 61.41 61.80 
95.5

0 
0.75
6 

 
 
 

TABLE II 
TABOADA CORPUS 10-FOLD CROSS-VALIDATION TESTING 

 
Weighti

ng 
Scheme 

 
Classificati

on Accura
cy (%) 

Precisio
n 

(%) 
Recall 

(%) 
AUC 

 

TFIDF 
LSTSVM 80.54 80.21 87.92 0.875 

SVM 79.21 77.74 87.51 0.853 

BO 
LSTSVM 75.87 75.25 98.14 0.842 

SVM 66.70 62.45 96.00 0.839 

TO 
LSTSVM 64.56 64.03 93.20 0.814 

SVM 60.41 60.31 91.67 0.778 
Table 2 list the AUCs of SVM during the testing process. 

It shows the value of LSTSVM AUC is 0.875 with unigram 
model in TFIDF weighting scheme and the accuracy also 
achieved is higher with 80.54% as compared to SVM the 
obtained AUC is 0.853 with 79.21% of accuracy.  

 
TABLE III 

PANG CORPUS 10-FOLD CROSS-VALIDATION TRAINING 
RESULTS 

 
Weig
hting 
Sche
me 

 
Classificat

ion Accur
acy 
(%) 

Precis
ion 
(%) 

Recall 
(%) 

AUC 
 

TFID
F 

LSTSVM 86.57 87.28 85.69 0.971 
SVM 86.24 85.45 81.16 0.913 

BO 
LSTSVM 87.79 84.46 84.92 0.987 

SVM 85.63 84.52 84.78 0.943 

TO 
LSTSVM 83.33 82.58 85.72 0.925 
LSTSVM 82.15 80.63 86.34 0.857 

 
In pang corpus, table 3 show the results of the AUCs for 

training process of LSTSVM based on unigram models are 
superior when achieving 0.987 and accuracy 87.79% with 
BO weighting scheme. While in SVM the obtained AUC is 
0.943 with 87.79% of accuracy. The obtained results are 
consistent with training results where the highest AUCs and 
accuracy obtained with unigram models in BO weighting 
scheme using LSTSVM. 

In Table 4, the highest AUC is 0.973 and accuracy is 
86.97%in LSTSVM than the SVM where the AUC is 0.938 
with 84.40 of accuracy. 

TABLE IV 
PANG CORPUS 10-FOLD CROSS-VALIDATION TESTING 

RESULTS  
 

Weighti
ng 

Scheme 

 
 

Classificat
ion 

Accurac
y (%) 

Precisio
n 

(%) 

Reca
ll 

(%) 
AU
C 

TFIDF 

LSTSVM 83.53 82.22 
83.7

5 
0.89

4 

SVM 80.65 79.51 
81.7

4 
0.86

8 

BO 

LSTSVM 86.97 86.78 
85.4

4 
0.97

3 

SVM 84.40 86.59 
83.4

7 
0.93

8 
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TO 

LSTSVM 82.55 83.09 
82.3

4 
0.89

5 

LSTSVM 79.71 80.11 
78.4

6 
0.88

2 
From this overall result, unigrams outperformed bigrams 

when performing the sentiment classification of movie 
reviews. Binary Occurrences (BO) weighting scheme plays 
a crucial role in extracting the most representative features 
as an input to the classifier for Pang Corpus by means of 
using LSTSVM than the SVM results obtained. Meanwhile, 
unigram models and TFIDF weighting scheme play an 
important role for the classifier performance in Taboada 
Corpus. 

 
TABLE V  

THE CLASSIFICATION RESULTS AFTER CHI-SQUARE 
FEATURE-SELECTION WITH RESPECT TO F MEASURE ON 
TABOADA CORPUS FROM 10 FOLD CROSS VALIDATION 

RESULTS 
 

Weightin
g 

Scheme 

 
Feature 

Selection 
classificati

on 
Accura
cy (%) 

Precisi
on 

(%) 

Reca
ll 

(%) 
AUC 
 

TFIDF 

LSTSVM 73.59 0.884 
0.65
3 0.691 

SVM 70.17 0.853 
0.62
5 0.626 

BO 

LSTSVM 95.49 0.964 
0.93
7 0.95 

SVM 92.56 0.927 
0.91
4 0.928 

TO 

LSTSVM 90.41 0.915 
0.90
2 0.904 

SVM 89.33 0.914 
0.90
5 0.915 

Table 5 and 6 that the F-measure of LSTSVM based on 
Chi-square without feature selection is improved compared 
to SVM experiment are given above. Table 5 indicates the 
comparison of feature selection methods with respect to F-
measure on Taboada Corpus, respectively. The obtained 
LSTSVM value of F-measure is 0.95 and the accuracy is 
95.49% which is higher than the results obtained from SVM 
of F-measure is 0.928 and the accuracy is 92.56%. 

 
TABLE VI  

THE CLASSIFICATION RESULTS AFTER CHI-SQUARE 
FEATURE-SELECTION WITH RESPECT TO F-MEASURE ON 

PANG CORPUS FROM 10 FOLD CROSS VALIDATION RESULTS 
 

Weightin
g 

Scheme 

 
Feature 

Selection 
classificati

on 
Accura
cy (%) 

Precisi
on 

(%) 

Reca
ll 

(%) 
AUC 

 

TFIDF 

LSTSVM 88.09 0.882 
0.88

1 0.88 

SVM 85.12% 0.876 0.85 
0.82

5 

BO 

LSTSVM 92.67 0.921 
0.91
18 0.92 

SVM 91.44% 0.914 
0.91

4 
0.91

4 
TO LSTSVM 87.53 0.867 0.87 0.877 

2 

SVM 86.17% 0.863 
0.86

2 
0.86

2 
Table 6 lists the F-measure of LSTSVM on Pang Corpus 

based on Chi-Square feature selection. It indicates the 
results are superior as compared to SVM where the 
LSTSVM value of F-measure is 0.92 and accuracy is 
92.67%.From the above results shows that the process of 
selecting the features based on their chi-squared in 
LSTSVM statistics value helped in the text, allowing a high 
performance of the classifier that could be comparable to 
topic categorization. It also shows that the calculated 
accuracies by using LSTSVM achieved higher. 
 
7.  CONCLUSION 
 

The LSTSVM algorithm provides good classification 
performance. Here, benchmark datasets were used to train a 
sentiment classifier based on Least Twin Square Support 
Vector Machine (LSTSVM) that uses unigram model in 
different weighting scheme as an input to the classifier. 
From the observations, it can be concluded that unigrams 
outperform for both datasets while Binary Occurrences (BO) 
and TFIDF weighting scheme plays a vital role in extracting 
the most classical features for Pang Corpus and Taboada 
Corpus. The results also shows that by using chi-square 
feature selection in LSTSVM will significantly improved 
the classification accuracy for both datasets. Experimental 
results on data sets with different sizes have demonstrated 
that the algorithm LSTSVM achieves higher accuracies 
compared to SVM classification algorithm. 
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