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Abstract: As the outgrowth of the internet as well as the social networks like twitter, Facebook user may get flooded out of raw information. 
Twitter message is short and may not contain enough contextual information, so traditional clustering method which utilizes the traditional 
method like “Bag-of-words” accept some restriction. To overwhelm with this trouble, we offered an automatic text classification process. Some 
social networking sites have imposed limits on the no of character for the users like twitter imposed limit of only 140 characters to the users to 
post any tweet. To classify these kinds of tweets is a tedious task or even impossible to classify. Short text is hard to sort out due to the lack of 
semantic information, therefore in this research paper, a novel approach is presented that incorporate the semantic database and utilized it to 
elicit the necessary features to separate the short text. Experimental results indicate that the proposed approach effectively classify the incoming 
tweets into predefined categories such as ‘News’, ‘Events’, ‘Personal message’ and ‘Deals’. 
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I. INTRODUCTION 

Text classification is widely played very important roles 
in many application fields. With the enhancement of the 
web applications or social networks, a number of short texts 
are increasing. Close to popular social networking websites, 
twitter, restrict the users to only 140 characters and this led 
to the users to express their expressions or thoughts in less 
number of rows. To automatically classify these short texts 
into predefine category is a tedious job because a short text 
contains less word co-occurrences and less contextual 
information which is not sufficient to separate. So traditional 
clustering algorithm cannot be enforced on the short text 
because it has very poor classification [1].  

Classification is an operation of putting data into one or 
more predefined category of division. Classification of the 
short text is very complex and it became more complex in 
the field of social networking because people often use slang 
and synonyms to express their views and emotions. To 
surmount this trouble, we suggested a novel approach which 
is grounded on the formulation of the semantic data- set to 
classify the short text and experimental results indicate that 
the suggested methodology is making more accurate results 
as compared to the previous methodology.  

The remainder of the paper is organized as follows. In 
Section 2 focus on the literature review. In Section 3 
describes the detailed discussion on our proposed 
methodology. In Section 4 discusses about the experimental 
results. We have discussion about the conclusion and future 
work on Section 5. 

II. LITERATURE SURVEY 

One of the primary challenges of text classification is that 
it is hard to separate the text data due to its sharpness and 
high dimensionality. It became more difficult to distinguish 
the short text due to lack of word co-occurrence and 
information because of the limited duration of short text, so 
some traditional clustering algorithm causes the very poor 
result of classification [1]. To surmount this trouble with 
existing work, several methods of the classification for short 
text came into the delineation. Sankaranarayanan et al. [2] 
proposed a novel approach to classify the tweet into two 
classes: News and Non-News. Hong et al. [3] proposed an 
approach in which different schema is compared to classify 
the tweets. Sri-ram et al. [4] compared some features to 
master the problem of short text.  Close to existing work on 
the short text classification is one room to integrate some 
extra knowledge on the short text by using some background 
knowledge like Wikipedia, WordNet, etc. [5-6]. By 
incorporating background knowledge, short text can contain 
more word co-occurrence. Banerjee, et.al [5] directed a 
query on the database in which Lucene index is built which 
used the snapshots of Wikipedia. The main disadvantage of 
this approach is that it is not feasible for the highly volatile 
data like news feed and it will not capture up-to-date 
information. On the other hand, online query on Wikipedia 
is not practicable for the real time system. Hu, et.al [6] used 
Wikipedia and WordNet for enhancing the existing features. 
Wikipedia was used to the concept and WordNet for the key 
words. Also, they proposed a hierarchical approach in which 
short text is categorized into segment, phrases and words.  

Another means to convert the short text into longer text 
by applying the external repository or search engine like 
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Google, Bing, etc., for extracting the more information 
about the short text [7-8]. For every pair of short text, they 
squared up the similarity by retrieving statistics of the search 
engine consequences. Although these types of techniques 
need more emphasis on the addition of disambiguation 
approaches, for example ‘jaguar” and “car” are concerned, 
but when web search is done many hits came for the 
“animal” rather than the “car”. Hence on that point is some 
need of explicit feedback from the users to direct searching 
whether they want “car” or “animal”. It will not do well on 
the semantic similarity because it is time consuming and not 
feasible for the real time systems. Although, these 
techniques deliver an advantage that they can place pre-
dominant terms between messages so there is no need to 
compute word co-occurrence because they are likely to 
belong to the same context. The other advantage of web 
search is that it doesn’t require pre-existing taxonomy. And 
then such methods can be used in several applications. 

In the recent work probabilistic topic modeling also 
widely practiced in the area of text mining [9-11]. The basic 
thought behind the topic modeling is that to extract the topic 
from the domain related database because the subject is 
relatively minor as compared to the long text, so dimensions 
of each text are minor and the vector space model is no 
longer sparse. D. Blei, et.al [9] and Yue Lu, et.al [10] reduce 
the dimensionality of text by reducing the number of the 
document into a number of topics by using some topic 
distribution parameter, and then applying some traditional 
clustering algorithm to classify the text. Q. Diao, et.al [11] 
examines the short text by taking that short text belongs to 
certain subjects. Gui-Rng Xue et.al [12] proposed an 
approach to separate the text data which covers the 
traditional PLSA algorithm to incorporate both types of 
data; labeled or unlabeled into a unified probabilistic model. 
D. Ramage et.al [13] designed an algorithm for multi-
labeled classification by doing one to one mapping between 
topics and labels. Jinhee Park et.al [14] proposed a 
methodology to extract the important topic words from blog 
by measuring richness of the content in the blog. Paolo 
Ferragina et.al [15] used a powerful toll TAGME to extract 
the significance of full phrases for adding some brief 
explanation to the textbook to  help with understanding of 
short text. Xiaojun Quan et.al [16] suggested a model which 
is founded on the similarity measurement method for 
selection of feature words based on the both lexical weight 
and relation of subjects to which words belongs.  

Yang et.al [17] proposed an approach to classify the short 
text which is based on topic modeling approach and feature 
selection was done by the expected cross entropy. Chu, Zi, 
et.al [18] suggested a classification scheme which 
automatically detects any twitter account either human, but 
or cyborg, in which it uses three stage first entropy based 
component, second a spam detection component and the 
third account properties component. Zhang, et.al [19] 
proposed topic summarization approach to manage the 
different nature like short, dissimilar, noisy, etc. In this 
round robin algorithm used for generating template based 
summaries. Garber, et.al [20] proposed an approach for 
prediction of the crime using twitter, in which author 
analyzes the twitter specific linguistic analysis and statistical 
topic modeling approach employed to automatically 
identifying discussion. Guo, et.al [21] proposed an approach 
to mine hot topics from twitter stream, in which author used 

the frequent pattern stream mining algorithm (i.e. FP) to 
discover the hot topics from the twitter stream. Lkeda, et.al 
[22] analyze market using twitter analysis, in which author 
used a hybrid approach of text based and community based 
method for eliminating of the demographic of a twitter user.    

One of the primary challenges of the above related work 
is that raising the feature by the search engine or Wikipedia 
and WordNet, doing this  causes feature set to be too big 
which creeps the new problem of  Curse of Dimensionality 
[23]. In this problem when data set became too heavy, it is 
very hard to treat as well as analyze, so there needed an 
efficient method which utilizes the optimal feature size. 
Too, subsequently applying the external knowledge, there 
are unimportant external features extracted which degrade 
the operation. 

In conclusion, related work on the short text mainly 
focuses on the removal of data sparseness by incorporating 
the more knowledge along the short text using the 
Wikipedia or WordNet or background knowledge using the 
search engine like Google, Yahoo, Bing, etc. Although these 
techniques improves the accuracy somehow but lead to a 
novel problem of Curse of Dimensionality [23]. Which 
causes the algorithm slower and difficult to break down the 
information. 

To overcome the above problem, In this paper, we 
proposed a novel approach to classify the incoming tweets 
into predefine category “News”, “Deals” ”Event”, “Personal 
Message”. In which semantic database is developed, the 
reason behind the provision of semantic data is that it will 
increase the semantic knowledge. 

Experimental results indicate the improvement on the 
traditional method “BOW (Bag of Words)”.  

III. PROPOSED METHODOLOGY 

Proposed methodology can be distinguished in four forms, 
in a first phase our feature selection algorithm is discussed 
and hybrid approach with the traditional algorithm. In phase 
2 searching for the feature. In phase 3 feature reduction is 
done using logical operation and at the third and last phase 
classification is done for measuring the accuracy of the 
proposed methodology.  
 The complete process of our proposed methodology as 
follows: 

1. Creating the semantic database for enhancing the 
semantic knowledge. 

2. Applying N-feature algorithm for feature 
selections. 

3. After Selecting feature selections reduce the 
features using logical operations 

4. Train the machine using labeled data.  
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Figure 1 Classification process of feature selection 
algorithm 

Phase 1: N-feature selection algorithm 
In our approach we adopted a new feature selection 
algorithm which is simple and yet effective approach to 
extract the features from the entities. The N-feature 
algorithm is so efficient due to the binary feature extraction 
which make easier to learn using any machine learning 
language. For feature selection algorithm we built up a 
semantic database. The Reason behind the development of 
the semantic database is that it will increase the 
classification accuracy. We select the nine features and 
selection of these nine features is based on the detailed study 
of the social networking site Twitter. To classify the 
upcoming into predefine category, we select the four 
categories, namely ‘News’, ‘Events’, ‘Personal message’ 
and ‘Deals’. The grounds behind the selecting these four 
category peoples has always invested their time for 
searching the right news and cases. Reason behind the 
selecting the personal message category because peoples 
always convey their emotions and feelings to the author by 
posting ‘personal messages’. ‘Deals’ is selected because it 
contains best offer.  

 To classify the incoming tweet into some predefine 
category, we select nine features which further reduce to the 
seven features. 

1. Opinion describing words: A database was created 
which contain the information about the opinion 
words. 

2. Abbreviation present in the sentences: - People always 
used abbreviation to present their emotions so a 
database was created which contain the abbreviation. 

3. Time-Related Information and Event describing 
words: - The database was so prepared that only 
describes the events. The words present in the database 
related to this feature was contextual only to the 
category event, thus almost eliminating the ambiguity 
of meaning of words present in the micro blogs.  

4.  Presence of Personal Reference: - A message meant 
for an individual often contains ‘@username’. 
Username is the user id of that particular individual 
and is forever unique and is not to be befuddled with 
the      on screen name of that blogger.  

5.  Presence of the Currency, deal related information: - 
A semantic database that refers only to deals and 
offers was prepared.  

6. Presence of Emphasis: - Users often repeat certain 
character of a word to show their aggression or 
opinion towards a particular incident or question. For 
example “Very Good” often used for appreciation. 

7. Presence of date and time information: - An algorithm 
was developed to detect presence of time and date 
related information, the presence of time related info 
presence of Am or Pm information etc.  

8. Aside from these features, two more features were 
pulled up, the features described the presence of timely 
information, i.e. before noon or after midday, date 
information present in DD/mm/yy or DD-mm-yy 
format. The features represent event related 
information in the text. 

Phase 2: Searching for the features 
The feature selection procedure commences with the 

searching algorithm, but before searching the features 
preprocessing of data is needed in which removal of stop 
words and irrelevant information from the entities necessary 
because stop words are those words which will not take part 
in the classification and the removal of those words causes 
the consumption of considerable time for sorting. The 
proposed algorithm is given below. 

 
Input- i where i is the number of tweets  
Output- feature_matrix(7, i) 
 7 - Number of features we adopted 
i - Number of tweets 
Step 1. Preprocessing of data (removal of stop words) 
Step 2.  Searching for the @ symbol 

if @ symbol present 
feature_matrix (1,i) = 1; 

else 
feature_matrix (1,i) = 0; 

Step 3.Searching for event word present in tweets by 
searching for event semantic database we prepared  
           if event words present 
           feature_matrix (2,i) = 1; 
          else 
         feature_matrix (2,i) = 0; 
Step 4. Searching for opening words present in tweets by 
searching for an opinion, semantic database we developed. 

if opinion words present  
    feature_matrix (3,i) = 1; 

else  
feature_matrix (3,i) = 0; 
 

Step 5.Searching for deal words present in tweets by 
searching for deal semantic database we prepared. 

if deal words present  
    feature_matrix (4,i) = 1; 

else  
feature_matrix (4,i) = 0; 

Step 6. Searching for opinion word present in tweets by 
searching for abbreviation semantic database we prepared. 

if opinion words present  
    feature_matrix (5,i) = 1; 

else  
feature_matrix (5,i) = 0; 

Step 7. Searching for emphasis word present in tweets by 
searching for emphasis semantic database we prepared. 

if emphasis words present  
    feature_matrix (6,i) = 1; 

else  
feature_matrix (6,i) = 0; 

Step 8. Searching for time and date information and feature 
reduction  

if (fwd_s==1||das_date==1||am==1||pm==1)  
              word_features(7,i)=1; 
          else 
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              word_features(7,i)=0; 
 
In our approach we also used a hybrid of the BOW and N-
feature selection algorithm. Our N-feature selection 
algorithm producing the binary results. Binarization helps in 
reducing the error caused by redundancy present in BOW 
feature. The experimental result showing our approach also 
increased the accuracy over the conventional BOW. The 
proposed algorithm is given below. 
 
Input- i,  where i is the number of tweets  
Output- feature_matrix(7, i) 

7 - Number of features we adopted 
I - number of tweets 

Step 1. Preprocessing of data (removal of stop words) 
Step 2. Searching for the @ symbol 

if @ symbol present  
       feature_matrix (1,i) = 1 

else  
   feature_matrix (1,i) = feature_matrix (1,i); 

Step 3. Searching for event word present in tweets by 
searching for event semantic database we prepared  
% word_count- no of words present 

if event words present  
       feature_matrix (2,i) = 1* word_count; 

else  
   feature_matrix (2,i) = 0; 

Step 4. Searching for opening words present in tweets by 
searching for opinion, semantic database we prepared. 

if opinion words present  
       feature_matrix (3,i) = 1* word_count; 

else  
   feature_matrix (3,i) = 0; 

Step 5. Searching for deal words present in tweets by 
searching for deal semantic database we prepared. 

if deal words present  
      feature_matrix (4,i) = 1* word_count; 

else  
   feature_matrix (4,i) = 0; 

Step 6. Searching for opinion word present in tweets by 
searching for abbreviation semantic database we prepared. 

if opinion words present  
       feature_matrix (5,i) = 1* word_count; 

else  
   feature_matrix (5,i) = 0; 

Step 7. Searching for emphasis word present in tweets by 
searching for emphasis semantic database we prepared. 

if emphasis words  present  
       feature_matrix (6,i) = 1* word_count; 

else  
   feature_matrix (6,i) = 0; 

Step 8. Searching for time and date information and feature 
reduction 

if (fwd_s==1||das_date==1||am==1||pm==1)               
   word_features(7,i)=1; 

           else 
     word_features(7,i)=0; 

Phase 3: Reducing the features  
 There was total nine features extract from every incoming 
which was reduced to the seven features. Reduction of 
features causes reduction in time consumption for extracting 

the features. A logical operation OR is taken for the 
reduction of the features.  
Bringing down the features always reduced the calculation 
time, complexity as well as the less storage, which is the real 
time problem with the current real time scenario. Features 
are cut because they post the same information about the 
events. Image 2 shows the performance of feature reduction. 

 
 

Figure 2: Logical operation for feature reduction 

Phase 4: Classification  
After the extraction of feature we get the feature 
matrix which contains the binary results so we can 
easily train the machine using labeled data. We use 
Support vector machine (SVM) for classification of 
binary class and Neural Network (N N) for 
classification of multi class 

IV. EXPERIMENTAL RESULTS 

Experimental setup  
We developed and classified the recent tweets by human 

cognizance from the different users and eliminated those 
tweets which is not English and followed a more of a 
distorted sort of English often referred as Hinglish a 
distorted kind of English. After taking out the non-English 
tweets finally we remain with 5302 tweets. After taking out 
stop words and stemming process, we continue with the 
7405 unique words. 

All Experimental is done in core i3 processor with 4 GB 
ram in Matlab software. 

Performance measurement and evaluation 
 
Figure 3 represents the performance graph of neural 

network for proposed algorithm, which carries a minimum 
error of. 066282 when taking only 32 epoch or instances to 
fit the best classification, then the time complexity of the 
proposed methodology is also dejected. Even later on the 
32nd epoch machine went on for 6 more epochs to check the 
strength of any outlet on the formulation.  

Figure 4 represents the performance graph of the proposed 
hybrid algorithm, which contain the minimum error 
0.067689 which is taking 60 epochs or instances.  

These numbers do not show any major problems with the 
preparation. The validation and test curves are very similar. 
If the test curve had increased significantly before the 
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validation curve increased, then it is possible that some over 
fitting might have occurred.  

 
Figure 3: Performance graph of proposed algorithm 

 

 
Figure 4: Performance graph of proposed hybrid algorithm 

  
 

 
Figure 5: Error histogram of proposed algorithm 

 
Figure 5 represents the error histogram of the proposed 

hybrid algorithm of neural network, training data 
represented by the blue bars, validation data represented by 
the green bars, and the red bars represent testing data. 
Indication of outliers can be recognized by the histogram. In 
this, most of the error fall close to the zero which makes 
proposed algorithm less affected by the outlaws. Most of the 

error fall between -0.35 to 0.35 and training, testing laying 
on the outer 0.9485. 

Figure 6 represents the error histogram of the hybrid 
algorithm of neural network. In this, most of the error fall 
close to the zero which makes hybrid algorithm less affected 
by the outlaws. Most of the error fall between -0.25 to 0.25 
and training, testing laying on the outlier 0.9496. 
 

 
Figure 6: Error histogram of proposed hybrid 

algorithm 
Figure 7 and figure 8 represent the confusion matrix of the 

proposed algorithm and proposed hybrid algorithm 
respectively, it shows that there are four confusion matrix, 
first one for the training, second one for the validation, third 
one for the test and last for the overall accuracy.  

 
Figure 7:  Confusion matrix of proposed algorithm 

 

 
Figure 8: Confusion matrix of proposed hybrid algorithm 
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Figure 9 indicates that the algorithm achieves the 
accuracy of 14.5% over BOW and the proposed hybrid 
algorithm achieved the 14.9 % accuracy over BOW using 
Neural Network (NN). It indicates that the algorithm 
achieves the accuracy of 14.5% over BOW and the proposed 
hybrid algorithm achieved the 14.9 % accuracy over BOW 
using Neural Network. 

 

 
 

Figure 9: Accuracy of proposed algorithm using Neural 
Network (pop out in each bar) 

 
Figure 10 represents the individual accuracy of all classes. 

It indicates that proposed algorithm have 16 % more 
accuracy for ‘NEWS’ class, 11.5% more accuracy for 
‘PERSONAL MESSAGE’ class, 11.7 % more accuracy for 
‘DEAL’ class and 8.1 % accuracy for class ‘EVENT’ over 
the BOW and proposed hybrid algorithm achieve 26.3 % 
more accuracy for ‘NEWS’ class, 21% more accuracy for 
‘PERSONAL MESSAGE’ class, 6.9 % more accuracy for 
‘DEAL’ class and 12.1% accuracy for class ‘EVENT’ over 
the BOW.  

 

 
 Figure 10: Individual accuracy of all classes using Neural 
Network (pop out in each bar) 
 

Figure 11 represents the overall accuracy of the proposed 
algorithm 91 % using SVM, It shows that the algorithm 
achieves the accuracy of 21% over BOW and the proposed 
hybrid algorithm achieved the 24% accuracy over BOW 
using SVM. 

 

 
 
Figure 11: Accuracy of proposed algorithm using Support 

Vector Machine (pop out in each bar) 
 

 
 
 
Figure 12: Individual accuracy of all classes using SVM 

(pop out in each bar) 
 
Figure 12 represents the individual accuracy of all classes 

using SVM, here only two classes we used because SVM 
can better classify two class problem. It indicates that 
proposed algorithm have 18 % more accuracy for ‘DEAL’ 
class and 23% accuracy for class ‘EVENT’ over the BOW 
and proposed hybrid have 20% more accuracy for ‘DEAL’ 
class and 26% accuracy for class ‘EVENT’ over the BOW.  

We believe that with the increment of the training data, 
we can increase the accuracy by consuming the initial time 
cost for the training. 

V. CONCLUSION AND FUTURE WORK  

We have proposed a novel approach to classify the incoming 
tweets into predefine class by using the semantic 
knowledge. By employing this kind of system user can 
categorize the data according to their interest which increase 
the information filtering it will really helpful for handheld 
devices. 
In future we are planning to incorporate more semantic 
knowledge. By causing this we believe that accuracy will be 
incremental. Twitter is widely used for handheld devices so 
accuracy is the primary worry. Development of a toolbox of 
text classification presently not available in Matlab, we can 
work as a third party text classification plugin. GUI based 
operation, server based operation etc. 
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