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Abstract: Data mining in agriculture is becoming a trending subject. Various applications like:  pig disease prediction, yield prediction based on 
rainfall and temperature, assuring quality of apples etc. incorporate the techniques of data mining. Still there is a gap in study for the sole reason 
of predicting the most common but most important content for the farmer i.e Yield Prediction. Prediction of Yield can be influenced by various 
factors like: Soil properties, Climate, Seed used and Method of cultivation. In this paper prediction of yield is done by using only the Soil 
properties of the soil i.e data mining shows that there are surely some patterns in soil properties which constitute to increase or decrease of the 
production of wheat. The soil properties included for this research include Phosphorous, Potassium (K2O), Electrical conductivity, pH value, 
Organic carbon and Texture of soil. The Yield prediction was done in two phases. First the pH value was predicted based on the other soil 
categories and in Second phase Yield was predicted based on the soil properties including predicted pH. Techniques used are classification and 
clustering with some important algorithms. 
 
Keywords: Agricultural Data Mining, Classification, Clustering, Dataset, Random Forest, K-NN, K means. 
 

I. INTRODUCTION  

Data Mining is a technique used from extracting useful 
information from a large dataset. Data Mining uses many 
techniques for evaluating different patterns from a large 
amount of data. Data Mining is considered to be a step in 
the larger process of Knowledge Discovery from Data 
(KDD). KDD is the process of discovering useful 
knowledge from data while data mining refers to a 
particular step in this process [2]. In data Mining large 
datasets relating to any subject/field are first collected 
and then all preprocessing is applied. Preprocessing is a 
process of transforming or making data appropriate for 
applying data mining techniques to it. Preprocessing may 
include: cleaning of data, summarization, transformation 
etc. Data is transformed into the format required for the 
analysis. Data Warehouses are the largest storage units of 
data. Historical data relating to any field can be found in 
the data warehouse. For example; a bank ABC has many 
branches but has one center or headquarter. Similarly, 
operational data is stored in each branch’s storage unit 
but historical data from each branch is collected and 
stored in one centralized unit called a data warehouse. So 
that in future any kind of data analysis can be applied to 
the data.  
 
Data Mining incorporates many techniques like: 
clustering, classification, machine learning, Support 
Vector Machines, Regression, Association Rules etc. 
Further these techniques can be applied on the dataset by 
different algorithms. An overview of these different 
techniques is shown in the figure 1.1. 
Data Mining in Agriculture is an emerging area and 
attracting many data analysts and data mining experts to 
focus their studies on it. Summary information about 

crop production can help the farmers identify the crop 
losses and prevent it in future [3]. 
 

 
 

Fig. 1.1 A schematic representation of the classification 
of the data mining techniques discussed.[1] 

 
 
Many other problems can be formulated in this field 
which when solved can help farmers in decision making 
and managing their crops efficiently. Data mining in 
agriculture can give farmers information about various 
future risks and hazards. For making more suitable 
systems for decision making, data mining can be used.  
Today, different areas are using data mining, for example 
financial data collected from banking and financial 
industries are often comparatively absolute, reliable, and 
of high quality, which helps methodical data analysis and 
data mining. It is used extensively in the retail industry 
because it collects huge amount of data on customer 
shopping trends, sales of the company etc. This helps the 
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company to analyze both the sales data and data relating 
to the customer which helps them in making better 
business decisions. Data mining techniques bring out the 
customer behaviors and popular choices made by the 
customers from which the company can estimate that 
which product’s sales are better than the other. 
Telecommunication industry also uses data mining which 
has extended its application from providing telephone 
services to offer many add-] on services like fax, Internet 
and cellular phone [4]. Many scientific applications 
including Biological Data Analysis, Intrusion Detection 
and Agriculture Sector also demand the use of data 
mining techniques. Data mining in agriculture sector 
however is just started to give its services in solving 
various problems. This paper discusses various 
application of data mining in agriculture. 

 

II. APPLICATIONS 

Sally Jo Cunningham and Geoffrey Holmes have 
discussed about the innovative techniques used in 
agriculture for the purpose of grading the mushrooms 
[16]. DSSAT [17], CROPSYST [18], and GLEAMS [19] 
are some of the models developed for the purpose of 
simulating the soil dynamics. 
In 2006 P.Tittonell, K.D Shepherd, B. Vanlauwe, K.E 
Giller studied the effects of crop and soil management on 
maize productivity by applying Classification and 
Regression Tree (CART) analysis [20].Support vector 
Machine is used to classify crops [21] and scenarios 
relating to changing weather are analyzed using SVM is 
well [22]. 
Some recent works include, for instance, the detection of 
cancers from proteomic profiles [23], the prediction of 
breast cancer survivability [24], the control of infections 
in hospitals [25] and the analysis of diseases such as 
bronchopulmonary dysplasia [26].  
 D Ramesh and B Vishnu Vardhan used Multiple Linear 
regression and K-means to predict the yield data [7]. 
Multiple Linear Regression showed 98% of the accuracy 
where as K-means showed 96%, so MLR turned out to 
be more beneficial for the prediction of yield based on 
the parameters; Year, Rainfall, Area of Sowing and 
production. ZeroR, Kmeans and Association rules were 
applied for classification, clustering and association [27] 
of the dataset. This research was conducted for the 
prediction of olive production in Thassos Island. Neural 
Networks are used to differentiate between bad and good 
apples, x-rays images of the apples were used to monitor 
the presence of water cores in Apples [28]. SVM 
incorporated sensors are used for smelling milk [29]. 

III. CLASSIFICATION 

Classification is one of the major techniques used in data 
mining while other being the Clustering. Classification 
and prediction are sometimes used as synonyms but in 
actual there is difference between the two. Classification 
refers to prediction of categorical values however 
prediction models predict continuous values as well. In 
classification the class labels are already known [4]. For 
instance let us assume a problem which involves the 
prediction “whether to play or not to play” on the basis of 

parameters like: Rain, time, homework, Play. Here Play 
is the class attribute which has two categories; Play, No 
Play. So here classification model or decision tree will 
generate a model which will predict whether to play or 
not based on the prior information of the class label. 
K-Nearest Neighbors [6] algorithm divides the data set 
into two portions which are called training set and test 
set. These sets are usually divided in the ration of 70:30, 
70% being the training set and 30% being the test set. 
Then the algorithm uses the training set to train the 
model for accurate prediction. To check the accuracy of 
the developed model it is then applied to the test set and 
a confusion matrix is created which shows how many 
records belonging to a particular attribute/field have been 
correctly predicted. 
Classification algorithms include: k-Nearest Neighbors, 
Naïve Bayes, ID.3, CART (Classification and Regression 
Tree), CHAID (Chi-Square Automatic Interaction 
Detector) and MARS which extends the decision trees in 
order to handle numerical data more precisely. K-nearest 
is however the most widely used classification algorithm 
which has its application in Concept Search and 
Recommender Systems [5]. 
Random Forest is a decision tree algorithm in 
classification which classifies the instances/records in 
the form of a tree. A large number of classification trees 
are made in random forest approach. By default the 
number of trees made by this algorithm is 500 but these 
can be increased or decreased as per requirements of the 
implementer. Every tree takes each of the 
instance/observation as input and then gives the output 
as leaf by going through the different rules made by the 
tree based on pre training. The most common outcome 
for each observation is used as the final output. A new 
observation is fed into all the trees and taking a majority 
vote for each classification model. An OOB error 
known as Out-of-Bag error is estimated for the cases 
which were not used prior in building the decision tree. 
OOB is estimated as percentage. 

IV. CLUSTERING 

In clustering there is no training set as the class labels are 
unknown [5]. For example: let us assume that we have a 
dataset of cows belonging to different breeds and it 
contains the following attributes/variables; Height, width, 
weight and color. But we don’t have the information 
about the breed of any of cow. So, on the basis of these 
four attributes we would make clusters (number of 
clusters can be selected with various methods) such that 
each cluster would contain only those records or objects 
which have more similarities with each other than those 
of other clusters. The principle which is used here is 
maximizing the intra-class similarity and minimizing the 
interclass similarity (Jiawei Han et al.).   
Clustering algorithms can be divided into two categories 
which are unsupervised linear clustering and 
unsupervised non-linear clustering. The former includes 
the algorithms like Gaussian clustering, Hierarchical 
clustering, fuzzy c-means, quality threshold, k-means etc. 
and latter includes MST based clustering algorithms, 
kernel k-means clustering algorithm and density based 
clustering algorithm [6]. 



Gurpinder Singh et al, International Journal of Advanced Research in Computer Science, 8 (7), July-August 2017,253-258 

© 2015-19, IJARCS All Rights Reserved                    255 

 
K-means algorithm which comes in handy for 
agricultural data mining is discussed in this paper. K-
means has been used in a research about agricultural 
yield data [7]. Another major application of clustering 
was encountered in the prediction of olive production in 
Thassos [4]. Focus of k-mean is to partition a dataset in 
which the data in a group is more similar to each other. K 
in k-means describes the number of clusters that should 
be made. Centers are marked for all the clusters in a way 
that they are as far from each other as possible because 
they can produce results if kept close. Some important 
applications which used k-means clustering include: 
Forecasting pollution in the atmosphere [8], Soil 
classifications using GPS-based technologies [9], 
Classification of plant, soil, and residue regions of 
interest by color images [10], Predicting wine 
fermentation problems [11], grading apples before 
marketing [12], Monitoring water quality changes [13], 
Detecting weeds in precision agriculture [14]. 

      

V. DATA SET OF SOIL PROPERTIES 

A dataset is obtained from Department of agriculture, 
Patiala. This dataset has 150 instances of in 7 attributes. 
The head of the dataset is shown in the table I. 
 

Table I: Originally Collected Data 
 
TEXTURE OC P K2O Conducted 

(EC) 
pH Yield 

LS 0.48 11 140 0.5 8.1 19 
LS 0.3 12 120 0.6 8.2 18.8 
SL 0.3 6.3 78 .38 6.9 22 
L .23 4.3 65 .29 6.7 21 
SL .1 9.1 49 .38 6.7 19 

 
 
The above table shows a few of the observations of the 
dataset. Texture is a factor attribute whereas all the other 
are numerical. This measurement is taken up per acre. 
The Soil laboratory of agriculture department Patiala 
manually recorded these attributes including the contact 
information of the farmer whose soil sample is tested. By 
contacting these 150 farmers, production of previous 
crop per acre is recorded. Therefore this dataset contains 
the latest reports on wheat production. For the purpose of 
applying algorithms like K-NN, we needed to convert the 
target attribute into a factor. Therefore on the basis of 
prior knowledge, pH was converted into three categorical 
values which are: Alkaline, Neutral and Acidic. And on 
the recommendation of the farmers the production falls 
under 3 categories which are High, Low and Medium. In 
this paper we will discuss the algorithm used for only 
yield prediction. Three algorithms were used which are: 
K-NN, K-means and Random Forest. Following table 
shows the accuracy given by these algorithms. 
 
 
 
 
 
 

 
 
TABLE II: ALGORITHMS USED FOR YIELD PREDICTION AND 

THEIR ACCURACY 
 

Algorithms Accuracy 
K-Nearest 
Neighbors 

70% 

K-Means 87.4% 
Random Forest 90% 

 
Yield was converted into Factor form on the basis of 
farmer responses i.e the value under 19q/acre was 
considered to be in the “Low” production category. 
Value from 19-23 is considered to be in “Medium” 
category and anything above 23 is considered to be in 
“High” production category.  

Figure 1.   

VI. TOOL USED 

R-Studio was used for conducting various statistical 
analyses within R environment. R-studio is graphical 
user interface and more suitable to use for evaluation and 
analysis.  

Only a little pre-processing was required because the size 
of the dataset is basically small and collected manually 
with caution.  R-tool constitutes different packages 
which posses various techniques to be used. Packages 
like: Caret, ggplot2, random-forest etc. were installed to 
the R-environment. 
R is an integrated suite of software facilities for data 
manipulation, calculation and graphical display. It 
includes [15] 

• an effective data handling and storage facility, 

• a suite of operators for calculations on arrays, in 
particular matrices, 

• a large, coherent, integrated collection of 
intermediate tools for data analysis, 

• graphical facilities for data analysis and display 
either on-screen or on hardcopy, and 

• a well-developed, simple and effective 
programming language which includes 
conditionals, loops, user-defined recursive 
functions and input and output facilities. 

Dataset was imported into R using the command ( agri<-
read.csv(file.choose())). “agri” is the name which is 
given to our dataset. After importing, dataset was 
shuffled so that all the instances get mixed up for the 
reason of getting better and accurate results.  
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VII. RESULTS AND DISCUSSION 

K-NN is used to predict the class of the crop production 
i.e whether it is High, Low or Medium. Instead of having 
the numerical values under the attribute “Yield”, now our 
dataset has the categorical values which are “High”, 
“Low” and “Medium”. Data was normalized before 
feeding to the k-NN algorithm. Normalization means that 
all the attributes were sorted to be in the same range of 0-
1 excluding the attribute “Texture”. A Confusion matrix 
is made for showing the accuracy of the predictions. 

 
TABLE III: CONFUSION MATRIX FOR K-NN 

 
Predictions High Low Medium 

High 8 2 1 

        Low 0 4 2 

        Medium 3         7 23 

 
K-NN divides the dataset into two parts one is taken as 
Test set and other as Training set. A model is trained or 
developed based on the training set and then test set is 
fed to the model to check how well the trained model 
did. Since we have 150 instances/records, dataset is 
divided into two parts where training set has 100 
instances and test set has 50. Confusion matrix shows the 
predictions done by model on the test set i.e on the 50 
predictions. The Diagonal values shown in the table are 
the ones correctly predicted by the model and others are 
errors. Here 35 observations out of 50 are correctly 
classified giving the model an accuracy of 70%.  
 
K-means clustering was used for predicting the classes 
based on the clusters. The number of clusters could be 
initialized basically by Forgy and random partition 
methods. However in our case we already knew the 
number of clusters/categories to which we want our 
instances to fall in, hence k=3. Three categories 
corresponding to three clusters are Low, Medium and 
high. K-means deals with only numerical attributes i.e 
only feature space is analyzed for any relationship or 
pattern among different attributes in order to make an 
instance fall into a certain cluster. There for all the factor 
attributes has to either be excluded for k-means 
implementation or they can be converted to numeric. 
Attributes used for k-means are: OC, P, conducted (EC), 
K2O and pH. 
K-means is in the R-Library by default therefore we do 
not have to install any particular package. The target 
attribute which contain factor values is kept NULL.  

 
Table IV: Confusion matrix for K-means. 

 
Predictions 1 2 3 
High 4 0 27 
Low 27 1 0 
Medium 11 77 3 

 

It is observed from the confusion matrix that only 19 
observations out of 150 are incorrectly predicted i.e 
predicted to be in the wrong cluster. Here High category 
corresponds to 3rd cluster. “Low” production category 
corresponds to 1st cluster and “Medium” to 2nd cluster. 
Hence 131 out of 150 instances are perfectly predicted. 
Unlike K-NN, k-means does not divide the dataset into 
two parts therefore the prediction was made by 
considering all the observations. It is clear from the 
confusion matrix that k-means did much better than that 
of k-NN. 
In the end, a decision tree algorithm named Random 
Forest was also implemented hoping to get better results 
from the dataset. A large number of classification trees 
are made in random forest approach. By default the 
number of trees made by this algorithm is 500 but these 
can be increased or decreased as per requirements of the 
implementer. Every tree takes each of the 
instance/observation as input and then gives the output 
as leaf by going through the different rules made by the 
tree based on pre training. The dataset is divided into 
two parts which are training set and test set. Number of 
trees specified is 500. Model is trained based on the 
training set with 100 instances. OOB estimated is 10% 
which represents the model to be 90% accurate in case 
of classifying the instances. 

Table IV: Confusion Matrix for Random Forest. 

Predictions 1 2 3 Class 
Error 

High 18 1 1 0.10000000 

Low 2 18 1 0.14285714 

Medium 3 2 54 0.08474576 

 
Confusion matrix shows 10 instances to be incorrectly 
classified whereas 90 out 100 are perfectly classified into 
their respected categories. In High category there were 
20 instances, random forest predicted 18 out of these to 
be in the same class whereas it predicted 1 to be in “low” 
and one to be “medium”. This makes the prediction of 
only “High” class to be 90% accurate.  
On the other hand there are 21 records/instances which 
fall into the yield production category of “LOW” 
production. Out of these 21 instances random forest 
predicted 18 records which belong to the category 
“LOW” and 2 instances to falls in “high” and 1 in 
“Medium”. Hence the prediction rates for random forest 
in case of predicting a value to be in “LOW” production 
category are very good i.e nearly 86%. 
59 instances out of 100 training dataset are in the 
“Medium” production category from which the random 
forest algorithm predicted 54 instances correctly. 
Whereas 2 observations are predicted to be in “high” 
production category and 3 observations are predicted to 
be in “LOW” production. This leaves the random forest 
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algorithm to be 91.5% accurate when it comes to predict 
an observation in “Medium” category. 
By looking at the performance of K-Nearest Neighbors 
algorithm, K-means algorithm and Rand Forest 
classification algorithm it is clear that Random Forest 
is much better in terms of accuracy. 

VIII. CONCLUSION 

This Analysis showed that the models made by Random 
forest and k-means can perform very well in case of soil 
data. There were many patterns developed by the 
algorithms which show the different relationships among 
different attributes of the dataset. For instance by 
exploring and plotting clusters against the attributes P 
and pH it shows that each P varies in patches for each 
category i.e when P is low, Yield is high. It also showed 
a strong bond between P and pH which explains the fact 
the wheat performs best between the pH of 6-7. 
Our dataset in consideration is brief therefore it is open 
to further research and discussion that bigger soil 
datasets may change the patterns which were particularly 
formed by the techniques used for this analysis. For 
instance random forest, k-NN, k-means could show 
different results if we increase the no. of instances in the 
dataset. So this particular research and used techniques 
are not ideal for all the soil dataset but gives a theory that 
random forest might works better than k-NN and k-
means. 
However, various problems in agriculture not only 
relating to crop growth, quality assurance but also the 
condition of a farmer can be dealt using appropriate data 
mining techniques. Proper actions should be taken by the 
Governments in order to collect the appropriate 
agricultural data for the sole reason of applying data 
mining techniques on it. Agriculture field promises a 
great deal of work to be done and new applications to be 
developed in order to enhance the knowledge about 
certain behaviors of the crops, animal etc. 
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