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Abstract: In this paper a system to detect and locate the faults in the fabric texture is proposed. In the proposed method, the image is divided into 

four non-overlapping samples and then locally invariant to similarity features are extracted from each of the sample using statistical analysis. 

The image is further divided till the statistical features extracted are at least 75% same from all the samples. Principal component analysis (PCA) 

is used to receive feature vector describing each samples. Fuzzy C-means clustering (FCM) is used to classify all the samples in to two clusters, 

defective and non defective that are defined using threshold value selected empirically. The validity test on the developed algorithm has been 

performed with some fabric defect images. Experimental results show that the proposed method can detect fabric defect correctly. 
 

Keywords: Industrial automation, Statistical feature extraction, principal component analysis, Histogram data interpretation, Fuzzy C-means 

clustering. 

 

I. INTRODUCTION  

 
Texture is important property of the surface that 

characterizes its nature. Texture is defined as spatial 
arrangement of local (gray level) intensity attributes which are 
correlated within areas of visual scene corresponding to surface 
regions.  Texture analysis [1] is very important for the 
interpretation and understanding of real world visual patterns. 
In the textile industry, careful inspections for woven fabrics 
have to be carried out because fabric defects may reduce the 
price of a product by 45% or 65% [2]. Currently, the quality 
assurance of web processing is mainly carried out by manual 
inspection. However, the reliability of  manual inspection is 
limited by ensuing fatigue and inattentiveness. Sari-Sarraf and 
Goddard [3] showed that only about 70% of the defects could 
be detected by the most highly trained inspectors. Furthermore, 
textile industries are facing increasing pressure to be more 
efficient and competitive by reducing costs. Therefore, 
automated detection of fabrics in textile fabrics, which results 
in high quality products at high-speed production is needed. 
Therefore detection of defects in textured surfaces such as 
textile is an important factor in automatic industrial inspection 
system. And hence the automation of fabric inspection is one of 
the most intriguing research topics. A variety of algorithms 
including statistical methods, spectral methods and model-
based methods have been deployed to solve the problem. 
Number of algorithms was proposed for implementation of 
these tasks. So far, most of the defect detection algorithms 
applied Gaussian Markov random model, Co-occurrence 
matrix methods, the Fourier transform, the Gabor filters and the 
wavelet transform [4]. Cohen, Fan, and Attai, Gupta and 
Sortrakul, Kim et al. tried the model based methods such as 
Gaussian Markov random field to determine fabric defects [5-

7]. Co-occurrence matrix methods have been a popular spatial 
domain approach for texture analysis. Fourier-based methods 
extract the spatial-frequency distribution of textured images by 
sub-windows, but the limitations are lack of details in spatial 
domain and may miss local deviations [8–9]. Meanwhile, 
Gabor filters [10] are considered as a joint spatial/spatial-
frequency representation for analyzing textured images that 
contain highly specific frequency and orientation 
characteristics. Methods based on Gabor filter were 
successfully applied to texture segmentation [11]. Textural 
features extracted from wavelet decomposed images were 
widely used for texture classification and segmentation [12–
14]. Wavelet based defects detecting approaches have 
advantages of high orientation sensitivities and satisfied spatial 
frequency resolution. But these methods have disadvantages of 
high computational expensive since the 2D convolution 
between the image and filter must be implemented in a sliding 
window throughout the whole image and thus it is not suitable 
for real-time applications. So the solution is proposed to 
investigate the fault in the texture by using Principal 
Component Analysis [15, 16] and try to develop a method to 
locate the fault effectively with lower computational 
complexity. Moment [17] of image segment is used as 
statistical feature and Fuzzy C-Means [18-20] is a data 
clustering technique used for classification. Fuzzy clustering is 
the partitioning of a collection of data into fuzzy subsets or 
clusters based on similarities between the data.  The validity 
test on the developed algorithm has been performed with some 
fabric defect images available [21] and our own created 
defective images are used. 

Organization of the paper is as follows: Section 2 introduces 

the moments as the statistical feature. Section 3 describes 

Principal Component Analysis. Section 4 gives histogram 
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interpretation and in Section 5 Fuzzy C-means Clustering is 

discussed. Experimental results are summarized in finally 

Section 6. 

II. STATISTICAL FEATURE EXTRACTION 

(MOMENTS) 

 
An important approach for describing a region is to 

quantify its texture content.  The image is converted into gray-
level. Resulting image is divided into four equal parts for 
computing texture features based on statistical approach. 
Region moment representation interprets a normalized gray-
level image function as probability density function of a 2D 
variable. Properties of this random variable can be described 
using statistical characteristics moments [18]. Moments can be 
used for binary or gray-level region description. A moment of 
an order (p+q) is dependent on scaling, translation and rotation.  

Translational invariance can be achieved by using the 
central moments given by, 
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where ,  are the coordinates of region’s centre of 

gravity (centroid), which can be obtained using the 

following relationships. 
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Second order moments focus on the inertia matrix, 

defined as   
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Shape attributes elongation and compactness are 

calculated for each region [4]. Both attributes are 

invariant to translation, scaling and rotation. 
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where,  are eigen values. 

The image is divided till two shape attributes elongation 

and compactness are same, at least for 75% of  the 

regions. 

 
 

III. PRINCIPAL COMPONENT ANALYSIS 

Principal Component Analysis is a way of identifying patterns 

in data, and it expresses the data to highlight their similarities 

and differences.PCA is a variable reduction procedure. In 

reality, the number of components extracted in a principal 

component analysis is equal to the number of observed 

variables being analyzed. However, in most analyses, only the 

first few components account for meaningful amounts of 

variance, so only these first few components are retained, 

interpreted, and used in subsequent analyses. In our work only 

first two first two components would account for a meaningful 

amount of variance; therefore only these would be retained for 

interpretation. The features in this case are the features derived 

from the Eigen values of the covariance matrix of each region. 

The first component extracted in a principal component 

analysis accounts for a maximal amount of total variance in 

the observed variables. Second component will account for a 

maximal amount of variance in the data set and it will be 

uncorrelated with the first component. PC1 is first principal 

component and PC2 second principal component.  

Finally to receive feature vector, similarity indexes  and 

are calculated for each pth region of a texture, which are 

defined as: 
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In above equations p=1... L, p j≠ , W is the number of rows 

in the analysed rectangular regions; L is the number of regions 

of the texture  is the rth principal component calculated 

for ith row and jth rectangular region. C is the number of 

columns in the analysed rectangular regions,  is the rth 

principal component calculated for kth column and jth 

rectangular region. Similarity indexes   and are used as 

data for clustering process.  and are smaller for similar 

rectangular region and higher when difference between them is 

larger. The similarity factor is calculated by adding the 

similarity indexes  and as given in equation. 

 

Similarity factor= +                                                  (10) 

 

IV. HISTOGRAM DATA INTERPRETATION 

Intensity information of each region is extracted from 
plotting histogram of each region. Histogram of region 1 and 2 
is shown in Fig 1. Histogram Comparison of each region is 
done by finding the difference of each histogram with all the 
regions as given in equation 

Difference Histogram =                (11) 
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where, k is number of region,  and  is ith and jth region 

histogram. 

 
 

 

 
                       (a)             (b)  

 
Figure.1 Histogram of region 1 and 2 respectively. 

The addition of histogram differences for each region is 

calculated. The region having maximum histogram difference 

is considered as defective region. 

 

V. FUZZY C-MEAN CLUSTERING 

Fuzzy clustering is the partitioning of a collection of data into 

fuzzy subsets or clusters based on similarities between the 

data.  Fuzzy c-means [19-21] is a data clustering technique 

wherein each data point belongs to a cluster to some degree 

that is specified by a membership grade. It provides a method 

that shows how to group data points that populate some 

multidimensional space into a specific number of different 

clusters. The fuzzy c-means (FCM) algorithm is one of the 

most widely used methods in fuzzy clustering. The input data 

for the Fuzzy c-means clustering (FCM) are Difference 

Histogram and Similarity factor. 

 

The algorithm is composed of the following steps: 

 

1. Initialize U=[uij] matrix, U(0) 

 

2. At k-step: calculate the centers vectors C(k)=[cj] with 

U(k) 
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3. Update U(k) , U(k+1) 
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If 
( 1) ( )K K

U U ε+ − <  then STOP; otherwise return to step2. 

 

The input images are as shown in Figure 2. The data contains 

two clusters, defective and non defective portions, as shown in 

Figure 3. First cluster represents texture and second represents 

defects in texture. Cluster containing fewer elements is 

recognized as a cluster which represents defects in the texture.  

 

      
                   (a)                                        (b) 
 

Figure.2 (a)Input image  (b) segmented input image.  

 

 

 
Figure 3.  Fuzzy C mean Clusters. 

 

VI. EXPERIMENTAL RESULTS 

In this work, defective and non defective standard database 

from www.imageafter.com are used and our own created 

defective images are used. The results were implemented in 

matlab. To find out the efficiency of the proposed method, 

classification rate were calculated as follows,   

 

( )
*100%c d

N N
C

N
τ

τ

+
=                            (14) 

Where,  the number of segmented texture region being non 

defective is,  number of segmented texture region being 

defective, and is the total number of segmented regions. 

The efficiency graph is plotted in Figure 4. Experimental 

results are shown in Figure 5 and Figure 6. 
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Figure 4. Efficiency graph 
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Figure 5. (a)- (d) Input images, (e)-(h) Detected texture 

defects. 
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Figure 6. The image taken by the web cam of blanket and 

defect is created on that and detected texture defects. 

 

VII. CONCLUSIONS 

In the proposed method, we combined a concept of PCA and 

histogram for defect detection. The number of regions depends 

on size of the defect. We conclude that, classification rate 

increases as the number of segmented region increases and 

after 89% of    the efficiency of the proposed method are 

constant. This method does not require training collection.  
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