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Abstract: The accumulation rate of data is growing tremendously than ever before. These datasets often described as Big Data as they are quite 
large and complex and unable to process by traditional applications. Analyzing Big Data computationally reveals many useful and interesting 
patterns, trends or associations. Extraction of meaningful information from massive amount of data is very much useful in many sectors. In the 
field of Artificial Intelligence, Machine learning is a prominent area used to uncover the hidden patterns from complex and huge datasets. This 
paper discussed the role of machine learning techniques in Big Data analytics and how the machine learning algorithms helps to explore massive 
datasets that leads towards better decision making process and prediction. It also discussed the challenges and technologies available for 
integrating machine learning with Big Data. 
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I. INTRODUCTION 

The accumulation rate of data is growing tremendously than 
ever before. In digital universe, there are massive sets of data 
available in structured, semi-structured or unstructured form. 
The sources of such massive data sets are not only humans or 
computers but also Internet of Things (IoT) devices such as 
sensors, cameras, RFID’s, microphones and many more.  Such 
connected devices are generating a huge data ocean, and 
valuable information must be discovered from the data to help 
for improvement in quality of life and make our world a better 
place [1]. These datasets often described as Big Data as they 
are quite large and complex and unable to process by 
traditional applications. Digging and exploring such massive 
datasets lead towards better decision making process. 
Analyzing Big Data computationally reveals many useful and 
interesting patterns, trends or associations. However, traditional 
approaches are not adequate when faced with these enormous 
data. Organizations are interested to mine these data to gain 
competitive advantage and to get help in decision making.  
 
In the field of Artificial Intelligence, Machine learning is a 
prominent area used to uncover the hidden patterns from 
complex and huge datasets. It possesses the ability of self-
learning while introduced to new data. Machine learning 
algorithms enabled systems are highly automated and self-
modifying as they continue to improve over time with minimal 
human intervention as they learn with more data [2][3]. 
Machine learning techniques are extremely powerful to make 
predictions on huge amounts of data [2][3]. Machine learning 
model first learns the knowledge from the data it is exposed to 
and then applies this knowledge to deliver predictions about the 
new data which is previously unseen [4][5][6]. Extraction of 
meaningful information from massive amount of data is very 
much useful in variety of fields including healthcare, public 
sector, transportation, fraud detection and many more. 
 

This paper discussed the role of machine learning techniques in 
Big Data analytics and how the machine learning algorithms 
helps to explore massive datasets that lead towards better 
decision making process. 

II. MACHINE LEARNING TECHNIQUES AND BIG DATA 
ANALYTICS 

The tem Big Data was introduced by a scientist John Mashey in 
1998 [8]. The term Big was arise due to the fact of massive 
generation of data in continuous fashion. Big Data is often 
characterized by five key words - Volume, Variety, Veracity, 
Variability and Velocity. Volume represents the extremely 
huge amount of data generated from various human, network 
and machines. Variety refers to the nature of heterogeneity in 
the data and the variety of data forms including structured, 
semi-structured and unstructured. Veracity represents the data 
quality that severely affects on the accuracy of the analytics. 
Variability refers to the data inconsistency. Velocity refers the 
speed of the data generation and processing. It defines the need 
of real time processing and availability of data [9].   
 
On the other side, within the field of data analytics, machine 
learning is a method used to devise complex models and 
algorithms that lends them to prediction, known as predictive 
analytics. These analytical models allow analysts to harvest 
reliable, repeatable decisions and results and uncover hidden 
insights through learning from historical relationships and 
trends in the data [7]. The following figure 1 shows an 
architectural diagram that describes the process of integrating 
machine learning techniques with Big Data sets.  The process 
consists three major phases: Data Collection and Preparation, 
Model Building and Prediction. 

A. Data Collection and Preparation 
Due to digitalization, varieties of sources arise from where 
enormous data will be generated. Some of them are [10] Social 
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Networking sites (tweets, posts, likes, comments etc.), Internet 
Transactions and software applications (data input for various 
operations like banking, purchase, payment etc.), Mobile 
Devices (Call, Messages, Location etc.) and Internet of Things 
(IoT) Devices (sensors, internet connected hardware & 
software etc.).  
 
The collected data is in raw format and required to turn in 
understandable format. Also, the data might be heterogeneous, 
incomplete, consisting impossible data combinations and out-

of-range & missing values.  One of the factors that affect the 
success of Machine learning techniques is such noisy and     
unreliable data. During data preprocessing, techniques like data 
cleaning, data reduction, data integration, data transformation 
may applied. It takes considerable processing time.  The 
outcome of data preprocessing is the final training data set used 
during model building phase [11].  

 

 
Figure 1. Integrating Machine Learning Techniques with Big Data. 

 

B. Model Building 
In this phase, a model builds and tests by applying suitable 
machine learning method on training data set. The input for the 
model building phase is the training data set. The training data 
set generally divided into three categories: validation, training 
and testing. 70% of the data is contained by training data set 
including 10% of the validation data set and 30% of the data is 
contained by test data set.  Machine learning tasks typically 
classified into three categories: Supervised, Unsupervised and 
Reinforcement [12].  

 
Supervised Learning: The data set with inputs and desired 
outputs is presented to an algorithm for analysis. By this 
means, the inputs are having pre-defined labels. The algorithm 
eventually learns the mapping of input to output. Supervised 
learning commonly uses in the applications, where historical 
data set is available. Supervised learning generally includes 

Classification and Regression. Common algorithms available 
for classification are Neural Network, Support Vector Machine 
(SVM), Decision Trees, Naïve Byes etc. Linear and Nonlinear 
regression are most common algorithms used for Regression 
[13].  
 
Unsupervised Learning: The input data set is assigned to an 
algorithm without labels. The algorithm itself required to find 
hidden patterns or groups in the data.  Unlike supervised 
learning, there is no availability of historical data in 
unsupervised learning. The most common method available for 
unsupervised learning is Cluster Analysis. The clusters are 
formed based on similarity or groups exist among data set. 
Common clustering algorithms [14] are Self-organizing maps, 
Hidden Markov models, k-Means and Hierarchical clustering 
etc.  
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Reinforcement Learning: In reinforcement learning, a 
software agent takes actions in a specified environment for 
getting maximum rewards. Software agent automatically 
decides an ideal behavior to maximize its performance while 
considering a specific context [15]. It leads to trial and error 
learning process. After choosing a specified algorithm, a model 
is first trained and then tested. The testing process continues 
until desired accuracy obtained.  

C. Prediction  
Machine learning models possess the ability of generalization 
and it is applicable to real world problem. Once a model is 
tested and verified, it can be used with new data which has 
been never seen before by the model. When new data comes, a 
model applied to get predicated data. It has been used widely in 
many fields including biotechnology, supply chain, medical 
diagnosis and behavior analysis.  
 
Most general examples of machine learning applications on Big 
Data are weather forecasting, fraud detection, medical imaging, 
online recommendations, social media analysis, healthcare 
marketing, disaster management etc. 

III. CHALLENGES AND ISSUES 

Despite of technical advancement in the field of machine 
learning and Big Data, there are many significant challenges 
occurred which may have greater impact on success of 
applying machine learning techniques for Big Data analytics. 
Some of these are mentioned in this section.  

 
Learning from Heterogeneous, Uncertain and Incomplete 
data 
As data are collected from different sources, it is quite common 
that they are heterogeneous, uncertain and incomplete. Data 
can be in form of structured, semi-structured or even in 
unstructured form. Also, the amount of collected data is now a 
days enormous. Such data may have greater impact on success 
of machine learning algorithms as learning from these data is 
quite complex. Semantic and ontological representation of data 
possibly helps to derive the common meaning of data [23].          

       
Data Privacy and Security 
The privacy and security of data is one of the biggest 
challenges while applying machine learning algorithms as to 
process massive amount of data, distributed parallel 
programming framework is used. In distributed parallelism 
architecture, different parts of the data may handle by different 
owners. At that time, proper policy for trust and right 
management is necessary to implement.  

 
Scaling with Big Data 
Most of the machine learning algorithms required to have 
training dataset in the main memory. In case of Big data, it is 
quite complex. Distributed computing and Online Learning are 
not sufficient for learning from massive datasets as the size of 

the data is too big  and too much time for training is required 
for sequential  online learning on a single machine [21][24].  

 
Labeling of Training Data Sets 
The higher accuracy rate of most of the machine learning 
algorithms is depending on the training dataset provided. 
Training dataset is a pre-labeled dataset and in case of Big 
Data, labeling dataset is often expensive by considering 
computation time or cost.  The required number of patterns 
depends on the extent of data and this leads to a critical issue to 
maintain balance between accuracy and expense [23]. 

IV. TECHNOLOGY PROGRESS FOR APPLICATION OF 
MACHINE LEARNING TECHNIQUES ON BIG DATA 

There are variety of different tools and frameworks available to 
work on Big Data with an integration of machine learning 
techniques. Traditional analytical and processing tools do not 
work well when the volume of data is high. The essential thing 
in the Big Data is how to distribute the computing process and 
several frameworks for distributed parallel computing like 
Apache Hadoop, MapReduce are available for 
processing. However, frameworks and technologies are also 
needed for application of machine learning algorithms on top of 
these distributed computing frameworks. Following are the 
most common machine learning toolkits available for Big Data 
analytics.  
 
Apache Mahout  
Mahout is one of the well-known open source libraries 
available for producing scalable machine learning algorithms. 
Its many of the implementations use Apahce Hadoop as a 
processing platform. It consists classification, clustering and 
collaborative filtering (recommender engines) algorithms. 
These algorithms are implemented on top of Hadoop and uses 
MapReduce model. The latest stable version is 0.13.0. For 
classification and regression, it offers Naïve Byes, Random 
forest and logical regression algorithms. For Clustering, it 
provides algorithms like k-Means, fuzzy k-Means, spectral 
clustering etc. For collaborative filtering, it has algorithms for 
user-based filtering, item-based filtering, Matrix Factorization 
with ALS etc. Mahout is scalable and works well with 
distributed scalable processing [16][22].  
 
MLlib  
MLlib is a distributed machine learning framework that runs on 
top of Apache Spark – an open source cluster computing 
framework [22]. It is 100x faster than MapReduce and runs on 
Hadoop clusters and data. There are varieties of machine 
learning algorithms available in MLlib for classification, 
clustering, regression, collaborative filtering, decomposition, 
feature extraction, summary statistics, hypothesis testing, 
random data generation, etc [17]. It is possible to write 
applications using Java, Scala or Phython with MLlib.  
 
RHadoop 
R is an open source software environment used for statistical 
computing and data analysis. RHadoop is a bridging 
technology between R and Hadoop. RHadoop allows 
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distributed processing of massive data sets across clusters [18]. 
RHadoop come out with three R packages: rmr – offers 
Hadoop MapReduce functionality in R, rhdfs – provides basic 
connectivity to distributed file system for Hadoop and rhbase – 
uses for connectivity to HBase.   
 
SAMOA 
Apache SAMOA (Scalable Advanced Massive Online 
Analysis) is a machine learning framework works on 
distributed streaming processing technique [22]. It provides a 
collection of distributed streaming algorithms for the most of 
common data mining and machine learning tasks such as 
classification, clustering, and regression, as well as 
programming abstractions to develop new algorithms [19]. It is 
written in Java.  
 
WEKA 
WEKA is a software environment provides algorithms for data 
analysis and predictive modeling. WEKA 3.8 provides three 
different packages for distributed data mining contacting 
support for Hadoop and Spark called distributedWekaBase - 
provides base "map" and "reduce" tasks that are not tied to any 
specific distributed platform,  distributedWekaHadoop – 
provides Hadoop wrappers for Weka and 
distributedWekaSpark – provides Spark specific wrappers for 
Weka [20].  

V. CONCLUSION 

This paper initiated with an overview of Big Data and its 
characteristics and then followed by an explanation of how 
machine learning techniques used for Big Data analytics with 
conceptual architecture. Moreover, challenges, issues and 
technological progress for integration of both the fields were 
also discussed to lead researchers towards research and 
development of more adequate techniques for integration of 
machine learning with Big Data analytics. 
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