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Abstract: Now a day’s use of social media is increasing rapidly. People used to post their views very easily on social sites. Negativity of any 
person may affect society also hence people reviews are very important. Usually people use text to express their emotions on web. Sentiment 
Analysis is the study of human posted comments to derive an opinion to state positivity or negativity. Many techniques has been proposed for 
analyze sentiment from reviews or posts. Machine learning techniques like support vector machine gives better result in the field of analyze 
sentiment from text. Existing system uses Document level sentiment classification and Aspect level sentiment analysis. The pre processing 
would contain a process to eliminate repetitive words known as Stemming. Then we would have to remove illicit language and other words 
which do not correspond to natural language. For classification it uses Naive Bays which gives better accuracy by using rule set and classify 
posts or reviews into positive, negative or neutral. 
 
Keywords: sentiment analysis, movie review, Naive Bayes Algorithm, SVM  Algorithm 
 
INTRODUCTION  
 
Sentiment Analysis 
      Let us first define this term in layman’s way. This 
analysis would analyze the given content which might be a 
opinion about some entity and would pertain this content to 
be either positive or gloomy in nature. Sometimes it is also 
known as opinion mining. Sentiment analysis tries to 
determine the expressions of review and tendency of writers. 
A simple sentiment analysis algorithm try to find out a 
document as positive or negative, on the basis of feelings 
expressed in it. In everyday life conversations as noticed on 
social networking Websites, people act careless while 
expressing themselves and accurate grammatical form of a 
sentence which leads to various types of uncertainties, such 
as lexical, syntactic, and semantic. So, analyzing and 
extracting relevant and significant patterns from such data 
sets are more complex. A significant amount of research has 
already been carried out to categorize data/sentence into 
various categories of emotion. As the social media is 
becoming a need of life today, so is the 
interaction/discussions of people through social media has 
also increased.  
 A good understanding of how these reviews relate to 
overall feeling of the human in consideration is important 
for making decision on sentiments. A study of how emotion 
is incorporated in text is also considered important for 
mapping purposes. Two opposite points of view for every 
given word must be considered especially for words that 
may portray dual meanings. The first is the viewpoint of a 
writer. This is concerned with how emotions influence a 
writer in choosing certain words to 1 Sentiment Analysis for 
movie Review express their feelings or other linguistic 
elements. The second view is more related to the user and 
how his emotion he wants to portray is how well defined in 
text. Has the emotion give full satisfaction when converting 
to text or some deeper meaning yet remains to be shown. 
Waila et al. [1] discussed evaluating machine learning and 
unsupervised semantic orientation approaches for sentiment 

analysis of textual reviews. Singh et al. [3] suggested 
Sentiment Analysis of Movie Reviews and Blog Posts: 
Evaluating  SentiWordNet with different Linguistic Features 
and Scoring Schemes. Mukherjee et al. [5] discussed 
Combining Collaborative Filtering and Sentiment Analysis 
for Improved Movie Recommendations. Mehta  et al. [6] 
published a book on Combininga Content Filtering Heuristic 
and Sentiment Analysis for Movie Recommendations. 
Troussas et al. [7] studied Sentiment analysis of Facebook 
statuses using Naive Bayes classifier for language learning. 
Sharmista et al.  [8] discussed Analysis of Classification 
Techniques for Mining Reviews Using Lexicon and 
WordNet Using R. Ahmad Ashari et al. [9] studied 
Performance Comparison between Naïve Bayes, Decision 
Tree and k-Nearest Neighbor in Searching Alternative 
Design in an Energy Simulation 
Tool. http://sentiwordnet.isti.cnr.it/ [10] gives current 
information 
regarding Sentiment wordnet. 
Now if we study only the textual expression of a group of 
people regarding an event, we shall have a variety of text, 
with different languages and ways to express. This becomes 
quite difficult to mine the relevant information from such 
variety of text. Again one limitation of the model is that as 
the data sets contain the text that has posts/comments in 
different languages like Hindi, Urdu, Tamil and Punjabi. So 
the model is unable to consider comments in such 
languages. Also we need a much rich bag of words that can 
provide us more reliable and precise results. Also we need to 
be extra careful while categorizing a word into a particular 
category of emotions, because there are various words that 
represent different emotions in different context. So the 
most of the emphasis must be on obtaining a perfect bag of 
words, where we live in a nothing is perfect era. 
In general, sentiment analysis has been investigated mainly 
at two levels: 

• Document level sentiment classification 
• Aspect level sentiment analysis 

 
 

http://sentiwordnet.isti.cnr.it/�
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DOCUMENT LEVEL SENTIMENT  
CLASSIFICATION 
 
The document level sentiment classification attempts to 
classify the entire document (such as one review) into 
positive or negative class. For example an overall analysis is 
done by the algorithm, which would determine the exact 
feeling of the review. In basic terms this is known as 
document level sentiment classification. This level of search 
conclude that each document disclose reviews on a single 
entity (e.g. a single product). Thus, it is not suitable to 
documents which evaluate or correlate multiple entities. 
Algorithm: 
For each sentence, extract adv+adj combines. 
1. For each extracted adv+adj combine do: 
• If adj score=0, ignore it. 
• If adv is affirmative, then 

- If score(adj)>0 
  * fsAAC
– If score(adj)<0 

(adv,adj)=min(1,score(adj)+sf*score(adv)) 

  * fsAAC
• If adj is negative, then 

(adv,adj)= min(1,score(adj)-sf*score(adv)) 

– If score(adj)>0 
  * fsAAC
– If score(adj)<0 

(adv,adj)=max(-1,score(adj)+sf*score(adv)) 

  * fsAAC
 

(adv,adj)= max(-1,score(adj)-sf*score(adv)) 

ASPECT LEVEL SENTIMENT ANALYSIS 
 
The document level analyses do not discover what exactly 
people liked and did not like. 
Aspect level would do a finer granular analysis. Aspect level 
can also be recognized as feature based opinion mining. 
Rather than checking language clauses, phrases, sentences 
aspect level would check the emotion itself. In general terms 
an opinion is consider having an emotion which is targeted 
by a particular choice of words used in the review. An 
opinion without its target is being considered as of rare use. 
A good understanding of the target used in the opinion 
would enable us for better analysis of the review in hand. 
For example, the sentence Although the character is not that 
good but I still like this movie definitely has a positive tone, 
we cannot say that this statement is completely positive. In 
fact it is positive about the movie but negative about the 
character. 
Text Classification involves appointing a class from a 
collection of available predefined classes to a given text. 
Text Classification has two tasks. The first deals with the 
Sentiment Analysis task. Another is Topic Detection task. 
Both these two task are usually applied to written as well as 
speech corpora. These tasks are tackled using resembling 
strategies. Although it is being characterized by their 
specification. 
 
Algorithm: 
1. For each extracted adv+adj combine do: 
• If adj score=0, ignore it. 
• If adv is affirmative, then 

– If score(adj)>0 
   * f(adv,adj)=min(1,score(adj)+sf*score(adv)) 
– If score(adj)<0 
   * f(adv,adj)= min(1,score(adj)-sf*score(adv)) 

• If adj is negative, then 
– If score(adj)>0 
   * f(adv,adj)=max(-1,score(adj)+sf*score(adv)) 
– If score(adj)<0 
   * f(adv,adj)= max(-1,score(adj)-sf*score(adv)) 
2. For each extracted adv+verb combine do: 
• If verb score=0, ignore it. 
• If adv is affirmative, then 

– If score(verb)>0 
   * f(adv,verb)=min(1,score(verb)+sf*score(adv)) 
– If score(verb)<0 
   * f(adv,verb)=min(1,score(verb)-sf*score(adv)) 
• If adv is negative, then 

– If score(verb)>0 
   * f(adv,verb)=max(-1,score(verb)+sf*score(adv)) 
– If score(verb)<0 
   * f(adv,verb)=max(-1,score(verb)-sf*score(adv)) 
3. fAAAV C(sentence)=f(adv,adj)+0.3*f(adv,verb) 
 
LITERATURE SURVEY 
 
Sentiment Analysis of Textual Reviews 
Singh et al. [2] discussed the experimental results on 
performance evaluation of all the three approaches for 
document-level sentiment classification. They implemented 
two machine learning based classifiers SVM and Nave 
Bayes, The Semantic Orientation from Point wise Mutual 
Information and Information Retrieval (SO-PMIIR 
algorithm) and SentiWord Net. 
 
METHODOLOGY 
 
Naive Bayes Algorithm: 
The statistical text classifier scheme of Naive Bayes (NB) 
can be adapted to be used for sentiment classification 
problem as it can be visualized as a 2-class text 
classification problem. The remaining issue that to be label 
later is weather every terms present in the documents should 
be used as features as done in usual text classification task 
else some specific terms should be selected that may be 
highly concrete forms of expression of review [11]. It is a 
probabilistic learning method which computes the 
probability of a document d being in class c as in below. 

∏
≤≤ ndk

k ctPcPdcP
1

)|()()|( α  

where, )|( ctP k is a conditional probability of term kt  
occuring in a document of calss c. The expression 

)|( ctP k is a measure how much evidence the term kt  
contributes that c is correct 5 class. P(c) is the preceding 
probability of a document occurring in C class, and compare 
with majority class. 
Support Vector Machine (SVM) Algorithm: 
Support Vector machine (SVM) is a kind of vector space 
model based classifier which requires that the text 
documents should be transformed to feature vectors before 
they are used for classification. Usually the text documents 
are transformed to multidimensional vectors. The entire 
problem of classification is then classifying every text 
document represented as a vector into a particular class. It is 
a type of large margin classifier. Here the goal is to find a 
decision boundary between two classes that is maximally far 
from any document in the training data. The fundamental 
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key point of SVM which helps to search a decision surface 
that is maximally far from some data point. The margin of 
the classifier can be determined between the decision 
surface and the closest data point. These separator points are 
referred to as support vectors. Maximizing the margin by  
SVM reduces the uncertain classification decisions. 
 
SENTIMENT ANALYSIS AND TEXT MINING FOR 
SOCIAL MEDIA MICROBLOGS  USING OPEN 
SOURCE TOOL 
 
Eman M.G. Younis [11] figured out the relation between 
Sentiment Analysis and Text Mining for Social cites. 
Newly, Social media has arisen. It is not only for particular 
communication media. It is arisen as a media to broadcast 
ideas about products and services. It is also broadcast ideas 
about political and general events with its users. Because of 
its widespread and popularity, huge number of user reviews 
or ideas generated as well it is spread on regular basis. 
Among this, Twitter is highly used social media micro 
blogging site. Mining user ideas from social media data is 
not a easy going task. It can be accomplished in different 
ways. 
Text Mining: 
Text mining is the method of finding and exposing new, 
released knowledge and inter relationship and patterns in 
irregular text data resources. Text mining focuses hidden 
knowledge in large amount of text. Information Retrieval 
(IR) and search engines search keyword and give the result. 
Sentiment Analysis: 

 
Figure 1: Text Mining Process 

 
Liu, B was the first person to analyze emotions from the 
given text. It is also called as opinion mining and 
Subjectivity analysis is the procedure to resolve the attitude 
or polarity of opinions or reviews written by humans to rate 
products or services. Sentiment analysis can be done on any 
textual form of opinions such as blogs, reviews and Micro 
blogs. Micro blogs are those short text messages like tweets, 
a short message that limited up to 149 characters. These 
micro blogs are simple than other forms of opinions for 
sentiment analysis. For retrieving sentiment we use text 
mining. Text mining is the method of finding and exposing 
new, released knowledge and inters relationship and patterns 
in irregular text data resources. Text mining focuses hidden 
knowledge in large amount of text. Information Retrieval 
(IR) and search engines search keyword and give the result. 
 
 

 
METHODOLOGY 
 
The process used for mining twitter Micro blogs is presented 
in figure 4. The steps involved in the methodology are as  
follows: 
1. Data Access: 
Twitter package is used to generate a keyword, search to 
access twitter messages. 
2. Data Cleaning: 
Using some further package to get the tweets, then, filter the 
data i.e. remove stop words (non- functional), removing 
spaces, punctuation, URLs and performing stemming (get 
the root of the words). 
3. Data Analysis: 
The structured representation made in the earlier step permit 
performing Mining tasks such as catching association rules, 
searching more frequent terms and applying sentiment 
analysis using the lexicon-based approach, which uses a set 
of positive and negative words. A function which decides a 
value, given to every tweet is used. 
4. Visualization: 
The word cloud package and bar plots is beneficial to show 
the frequency of words in the user tweets and the sentiment 
scores. 
 
SENTIMENT AND MOOD ANALYSIS OF WEBLOGS 
USING POS TAGGING BASED APPROACH 
 
Vivek Singh et al. [4] discussed the experimental work on 
analysis of sentiments and mood from a large number of 
Weblogs (blog posts) on two interesting topics namely 
Women’s Reservation in India and Regionalism. The 
experimental task involves transforming the gathered blog 
data into vector space representation, applying Parts of 
Speech Tagging to fetch opinionated words and then use 
semantic orientation approach based SO-PMI-IR algorithm 
for mining the sentiment and mood, information stored in 
the blog text. They get impressive results, which have been 
evaluated for correctness through both manual tagging and 
by cross-validating the issues with other machine learn 
techniques. The results determine that these analytical 
schemes can be used for blog post analysis in addition to the 
review texts. The paper winds up with a short analysis of 
relevance of the work and its applied perspective. 
Steps applied for sentiment analysis: 
Collection blog data: 
Searching for relevant blog posts on a topic has been made 
simple by availability of several blog tracking companies. 
These blog tracking companies give charge less tracking 
service which can be used by a blog search program to get 
high authority score data. One thus needs to come up with a 
blog search program which can take user queries and 
forward it to a blog tracking provider through HTTP 
Get/Post. The blog search program will convert the query 
into readable format to the blog tracking provider before 
sending. The blog tracking provider applies the query and 
reply with a response, usually in XML. The XML response 
accepted back is then parsed by the blog search program and 
the fetched outcome is displayed. 
Pre-processing the Data: 
The received blog text data is converted into a term vector 
structure with frequency of occurrence of various terms. 
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Tokenization is the initial step towards this end and involves 
identifying terms consist in the document. Tokenization also 
consists of handling hyphens and sometimes modifies the 
tokens into lowercase as well. Many text analysis process 
require extraction of stop words (such as to, or, and, the, are, 
their) etc. before subjecting the data to another phases of 
analysis. Though the inverse document frequency (idf) 
measure, described ahead, shorten the weight of broadly 
appearing terms (such as stop words), but extraction of stop 
words never ever reduces the time and space complexity 
requirements. One more technique, stemming, which 
removes instances of the duplicate word in different forms 
(for example computing, computer, computes etc. reduced 
to Comput); may also be effective in some applications. 
Multiword phrases are usually essential and convey perfect 
and suited meaning and therefore rare applications takes 
good care to sustain them. We have done stop word 
extraction but no stemming and synonym insertion has been 
done. 
Parts of Speech Tagging: 
POS tagging refers to giving a linguistic category (often 
termed as POS tag) to whole term in the document based on 
its syntactic behavior. General POS categories in English 
language are: noun, verb, adjective, adverb, pronoun, 
preposition, conjunction and interjection. There are other 
categories also that arise from several forms of these 
categories, like a verb can be in its base form or in its past 
tense. 
 
A SURVEY ON SENTIMENT ANALYSIS 
ALGORITHMS FOR OPINION MINING 
 
Vidisha et al. [12] discussed Opinion mining and sentiment 
analysis. Opinion mining along with sentiment analysis is 
expanding at such a fast and efficient manner. There are 
numerous e-commerce sites available on internet which 
provides options to users to give feedback about specific 
product. These feedbacks are very much helpful to both the 
individuals, who are willing to buy that product and the 
organizations. An accurate method for predicting sentiments 
could enable us, to extract opinions from the internet and 
predict customers preferences. 

 

Figure 2: Opinion Mining Techniques[12] 
 
METHODOLOGY 
Supervised Learning Approach: 
This method contains two sets of documents which are 
training and a test set. To gain knowledge about the 
document, training set is utilized by classifier. For validation 
purpose test set is used. For review classification several 
techniques has been implemented. 
 
The various classifiers for supervised learning are as 
follows: 
1. Decision tree classifier: 
Decision tree classifier provides a hierarchical 
decomposition of the training data space in which a 
condition on the attribute value is used to divide the data. 
The condition or predicate is the presence or absence of one 
or more words. 
2. Linear Classifier: 
In machine learning environment the Statistical 
classification can be used for object characteristics that 
classify the class it belongs to. A linear classifier obtained 
this by accomplishing a classification decision based on the 
data of linear consolidation of the characteristics. 
3. Rule Based Classifier: 
In rule based classifiers, the data space is modeled with a set 
of rules. The left hand side represents a condition on the 
feature set expressed in disjunctive normal form while the 
right hand side is the class label. The conditions are on the 
term presence. Term absence is rarely used because it is not 
informative in sparse data. 
4. Probabilistic Classifier: 
A probabilistic classifier [P.C] is able to determine a sample 
input with a distribution among classes unless otherwise just 
taking more likely class that the said sample might belong 
to. A degree might be used for classification of certainty in a 
probabilistic manner. 
Dictionary Based Approach 
In this approach first of all a small set of sentiment words 
which are known as seed words are collected manually with 
their known positive or negative orientations. Then this set 
is grown by searching their synonyms and antonyms in 
WorldNet or another online dictionary. The new words are 
added to the existing seed list. Then next iteration is started. 
The iteration should be stopped when no new words are 
found. The last step would be to clean the list with the help 
of a Manual inspection. 
 

 
Table 1: Review of Literature Survey 

Sr. 
No 

Paper Title Year Proposed Method Advantages Limitations 

1 Sentiment Analysis 
of Textual Reviews. 
 

2013 SVM and Nave Bayes, The 
Semantic Orientation from 
Point wise Mutual 
Information and Information 
Retrieval(SO-PMIIR 
algorithm) and Senti 
WordNet. 

Conducted a comparative 
experimental procedure 
between the Nave Bayes and 
the SVM algorithms. 

SentiWordNet need to 
compute lot of PMI 
values, which itself is a 
time consuming. 
 

2 Sentiment Analysis 
and Text Mining for 
Social Media 

2015 Text Mining. This will help them improve 
their business value and 
better manage their 

Building social media 
Tracking and monitoring 
system as opinions are 
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Microblogs using 
Open Source Tool. 

customer  relationship. 
 

changing over time. 
 

3 Sentiment and Mood 
Analysis of Weblogs 
Using POS Tagging 
Based approach. 

2012 SO-PMI-IR(The Semantic 
Orientation from Point wise 
Mutual Information and 
Information Retrieval) 

Introduced work on 
sentiment and mood 
analysis. 
 

It does not produce 
good accuracy  
for nonreview 
documents. 

4 A Survey on 
Sentiment Analysis 
Algorithms for 
Opinion Mining 
 

2016 Opinion mining technique. 
Supervised Learning 
 

Supervised learning 
approach provides better  
accuracy. 
 

Sentiment analysis 
processes text based 
unstructured  data. 
Dictionary based 
approach takes less 
processing time than 
supervised learning 
approach but accuracy is 
not up to the mark. 

 
 
PROBLEM DEFINITION 
 
As the number of reviews that a movie receives may grow 
rapidly and many times the reviews may also be quite 
lengthy, it is hard for the user to analyze them through 
manual reading to make an informed decision to go for a 
movie. Multiple review of individual movie may also make 
it difficult for individuals to figure out the movie review. In 
these cases, customers may naturally gravitate to read a few 
reviews in order to form a decision regarding the movie and 
he/she may go for the movie. Since, most of the reviews are 
stored either in unstructured or semi-structured format; the 
distillation of knowledge from this huge repository becomes 
a challenging task. It would be great if content is processed 
automatically given to user in a brief form that would 
highlight the exact opinion of the comment. 
     The proposed work is an approach used on text to 
infiltrate features of a product based on opinions pertaining 
to a review. The main objective of this proposal is to use 
lexicon based method for sentiment classification which is 
unlike supervised classification where lots of trained data is 
required. 
 
PROPOSED SYSTEM 
 
The complete architecture of the proposed system is shown 
in below figure 3. The architecture consists of five different 
functional components as follows : 
1) Document pre-processor 
2) Subjectivity / Objectivity analyzer 
3) Document Parser 
4) Dependency Relationship analyzer 
5) Summery generator 
Document Pre-processor: 
Document pre-processor consist of Markup language (ML) 
tag filter, divides the document into individual record size 
chunks. Pre-processing on review documents will filter out 
noisy reviews that are introduced either without any purpose 
such as stop words. 
Subjectivity / Objectivity Analyzer: 
Subjective sentence are more thoughtful whereas objective 
sentences tells about the fact and do not have any obvious 
behavior on or support of that sentiment. Therefore, the 
review which is subjective in nature helps improve the 
accuracy of sentiment analysis. 
Document Parser: 

All subjective sentences are parsed using Stanford Parser1, 
which assigns Parts-Of-Speech (POS) tags to English words 
based on the context in which they appear. The POS tag is 
used to locate the information of interest, which is hidden  
inside the text documents. 
 

 
Figure 3: Work Flow 

 
Dependency Relationship Analyzer: 
This module is responsible to analyze dependency relations 
generated by document parser and generate all possible 
information components from them. The dependency 
relationship among the couple of words w1 and w2 is 
defined as relation type (w1:w2), here w1 defines head or 
governor and w2 defines dependent or modifier. 
Orientation Identification for Opinion Words: 
In e very review, we need to analyze its semantic orientation 
that helps to conclude the semantic orientation of every 
review. In this research, we propose a simple and yet 
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effective method by utilizing the adjective synonym set and 
antonym set in WorldNet to predict the semantic 
orientations of adjectives. 
Predicting the Orientations of Opinion Sentences: 
The next is to anticipate the orientation of a review, i.e., 
positive or negative. Usually we use dominant orientation of 
the sentence to identify the orientation of the review. i.e. the 
sentence which contains feelings regarded as positive or 
negative. But if the ratio of positive and negative review is 
same then the review orientation will be the average. 
Summary Generation: 
This step contains the conclusion of feature based movie 
review. Here each discovered feature, related opinion 
sentences are put into positive and negative categories 
according to the opinion sentences orientations. The total 
sum of positive review and negative review will be 
generated which tells the orientation of the movie. 
Subjectivity Detection: 
Subjective sentence are fetched from the documents. 
Basically movie review contains two types, the first type 
tells about the actors or plot in the movie, whereas the 
second type express the sentiment about the movie. 
Sentiment analysis and opinion mining mainly focuses on 
the sentiment part of the movie and the sentence which 
contain the sentiment part of the movie is called as 
subjective sentence. Generally people express their feelings 
in about the movie part along with the strong adjectives. In 
this paper we use two method for determining the subjective 
sentences i.e. Nave Bayes and SentiWordNet. The 
combination of these two classifiers gives the better result. 
 
NAIVE BAYES CLASSIFIER BASED SUBJECTIVITY 
DETECTOR 
 
To find out whether the statement is subjective or objective, 
an advanced linear model is developed on the basis of Nave 
Bayes classifier on the subjective dataset. Subjective dataset 
contains 5000 subjective and 5000 Objective sentences 
(http://www.cs.cornell.edu/people/pabo/moviereview-data/). 
This dataset is used for subjectivity classification. Nave 
Bayes classifier originally calculates the possibility that 
particular instance fits in which class, and then it labels the 
Ramrao Adik Institute of Technology 16 
      Sentiment analysis for movie review instance which is 
having highest probability. Likewise, the sentence belongs 
to subjective class or objective class depends on the 
probability of the sentence. We can achieve the probability, 
which gives subjective or objective class by two methods. 
The first method is the lexicon based method in which data 
has send to the lexicon which calculates the probability and 
return the value. The second method is, for each and every 
sentence of movie review, subjective and objective score is 
fetch from the lexicon, then after that average subjective and 
objective score of each and every word in the sentence. 
Finally on the basis of these score, it concludes that the 
given sentence is subjective or objective. The precise 
explanation about this process is given below. 
1) First, using POS tagger the adjective and adverbs are 
fetched from subjective dataset and then the frequency of 
subjective and objective sentences i.e. f(w, sub) and f(w.obj) 
are calculated respectively. The probability which tells the 
given sentence belongs to the subjective sentences is p(w, 
sub) is calculated in Equation (1), likewise the probability 

which tells the given sentence belongs to the objective 
sentence is p(w, obj) is calculated in Equation (2) and built a 
lexicon that consist of adjective and adverb which also 
consist of their subjective and objective probability. 

),(),(/),(),( objwfsubwfsubwfsubwp +=                     (1)
                           

),(),(/),(),( objwfsubwfobjwfobjwp +=         (2)
                
2) POS tagging is used in each and every sentence in the 
testing reviews. Once POS tagging is done then the 
adjective and adverb are fetched from the sentences of the 
document. The upcoming method is to extract the subjective 
and objective score from the lexicon created in a first place. 
At the end, the average subjective and objective score of 
each and every adjective and adverb sentence are calculated 
using Equation (3), (4). 

∑= nsubwipsSub /),()(                                                   (3) 

∑= nobjwipsObj /),()(                                                   (4) 
For each and every review lexicon will calculate the 
subjective Sub(s) and objective Obj(s) score, and divide the 
sentence into subjective and objective by two ways. 
i)  If sub(s) > obj(s) in this case the review will be 

considered as subjective but if the condition fails then 
the review will be considered as objective which do not 
contain any feelings in that case the review will be 
discarded. 

ii)  Organize the sentences depending upon their average 
subjective score then pick top 80% or 85% of sentences. 

 
SENTIWORDNET METHOD 
 
Sentiwordnet based process works fetch the polarity result 
for each word from polarity lexicon. Using the lexicon 
SentiWordNet the subjective and objective score is 
calculated, this can be done by using Equation (5) and (6). 
There are more than one method for calculating subjective 
and objective scores of a review. Sentiwordnet checks the 
adjective, adjective adverb combine, adjective, adverb, noun 
combine. Therefore the more weights i.e. adjective, adverb 
is give to the review SentiWordNet will increase the score 
of the review. 
If a word is an adjective then subjective and objective scores 
are computed using Equation (5) and (6). 

|))(||)((|)( winegwiposwisub += α                                 (5)       
))(1()( wisubwiobj −= α                                                    (6)  

And if a word is an adverb, verb, noun then subjective and 
objective scores are computed using Equations (7) and (8). 

|))(||)((|)( winegwiposwisub += β                                  (7) 
))(1()( wisubwiobj −= β                                                    (8)

    
Here pos(wi) is a positive score, and neg(wi) is a negative 
score of a given word retrieved from SentiWordNet. α and 
β  are static where βα > , in our analysis we put 2=α  
and 5.0=β . 
If a sentence contains n words then subjective and objective 
scores of the sentence are computed using Equations (9) and 
(10). 
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n
wisubsubscore )(∑

=
                                                       

(9) 

n
wiobjobjscore )(∑

=
                                                      

(10) 

After determining the average subjective and objective 
scores for the sentences, two cases are taken for further 
processing. 
i If the subjective score > objective score then the review is 
considered as subjective else the review is      considered as 
objective. And then the objective sentences will be 
discarded. 
ii Sort the sentences by their average subjective score and 
select top 80% or 85% of sentences Example 
 
Existing System: 
Step 1. Input Dataset: 
1.   Yes again Karan Johar does not disappoint at making   
      crappy movies! 
2. He outperformed himself yet again with same old 

wannabe shabby movie. 
3.  It’s high time public reject such useless directors whose 

only name for fame is that they are well         connected 
and son’s of some film personality. 

4.  Tired of watching Ranbir and Anushka doing same type 
of roles. These wannabe Hollywood type      Boollywood 
dumbos are the worst. 

5.  After student of the year and many such crop movies this 
is yet another headache from johar. 

Step 2. Build lexicon 
Step 3. Calculate Polarity of Review 

Polarity (P) 
)ln(
)(

tesoofattributota
ributesoftotalatt∑

=
 

 
Table 2: SentiWordNet Lexicon 

Positive (+1) Negative (-1) Neutral (0) 
 

outperformed not making 
well disappoint wannabe 
 crappy movie 
 shabby watching 
 tired type 
 worse role 
 useless crop 
 headach time 
 reject high 

 
Review 1: Yes again Karan Johar does not disappoint at 
making crappy movies! 
Polarity(Review 1) /0101( +−+−∑ =6=(-2/6)=(-0.33) 
Polarity(Review 1)=Negative  
Simillarly, 
Polarity(Review 2)=(1)=Positive 
Polarity(Review 3)=(-0.25)=Negative 
Polarity(Review 4)=(-1)=Negative 
Polarity(Review 5)=(-1)=Negative 
Step 4. Calculate Accuracy 

sofdocumentoTota
tieddocumentlyclassifNoofcorrecA

.ln
=  

A=3/5=0.6 
Proposed System: 

Step 1. Input Dataset : 
1. Yes again Karan Johar does not disappoint at making 

crappy movies! 
2. He outperformed himself yet again with same old 

wannabe shabby movie. 
3.  It’s high time public reject such useless directors whose 

only name for fame is that they are well       connected 
and son’s of some film personality. 

4. Tired of watching Ranbir and Anushka doing same type 
of roles. These wannabe Hollywood type      Boollywood 
dumbos are the worst. 

5. After student of the year and many such crop movies this 
is yet another headache from johar. 

Step 2. Preprocessing: 
Removal of Stopword and Slang Words 
karan johar disappoint making crappy movies outperformed 
wannabe shabby movie high time public reject useless 
directors fame connected sons film personality tired 
watching ranbir anushka type roles wannabe hollywood type 
boollywood dumbos worst  student year crop movies 
headache johar 
Step 3. Identify Subjective/Objective Polarity: 
i) Probability that a given sentence belongs to sub/obj 
sentences: 

),(),(/),(),( objwfsubwfsubwfsubwp +=  
           

),(),(/),(),( objwfsubwfobjwfobjwp +=   
           
ii) Average subjective and objective score: 

∑= nsubwipsSub /),()(     
          

∑= nobjwipsObj /),()(  
For each sentence subjective Sub(s) and objective Obj(s) 
scores are computed, and classify the sentence into objective 
by two ways. 
a) If Sub(s)>Obj(s) then sentence is considered as subjective 
else sentence is objective and discarded the objective 
sentence. 
b) Sort the sentences by their average subjective score and 
select top 80% or 85% of sentences. 
Step 4. Document Parser: 
Table 3: Extracting noun and adjectives 

Noun Features Adjective Feature 
 

Movie personality 
Time shabby 
Money outperformed 
Public reject 
Director useless 
Karan wannabe 
Johar headache 
Sons wasted 

 
POS Tagging 
Yes again Karan Johar does not disappoint at making crappy 
movies - karan/JJ johar/NN disappoint/ 
VBP making/VBG crappy/JJ movies/NNS 
He outperformed himself yet again with same old wannabe 
shabby movieoutperformed/VBD 
wannabe/NN shabby/JJ movie/NN 
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Its high time public reject such useless directors whose only 
name for fame is that they are  
well connected and sons of some film personality- high/JJ 
time/NN public/JJ reject/VBP useless/JJ directors/NNS 
fame/NN connected/VBN sons/NNS film/NN 
personality/NN Tired of watching Ranbir and Anushka 
doing same type of roles These wannabe Hollywood type 
Boollywood dumbos are the worst - tired/JJ watching/VBG 
ranbir/NN anushka/NN type/NN roles/NNS wannabe/NN 
hollywood/NN type/NN boollywood/NN dumbos/VBZ 
worst/JJS After student of the year and many such crop 
movies this is yet another headache from johar - student/NN 
year/NN crop/NN movies/NNS headache/NN johar/NN 
 
Sentiment Analysis Using Senti-Wordnet Dictionary 
• For each word in SentiWordNet lexicon, positive and 

negative scores are calculated by getting the average 
for its entries according to category (Adjective, 
Adverb, Noun and Verb). 

• The summation of positive and negative scores for 
each term found in a review, is calculated to get the 
positive and negative scores for all review words. 
Then, the review will be sorted on the basis of the 
highest score values. This process has a plus point over 
Term Counting were it takes into consideration the 
significance score for words. 

• Every word in sentiwordnet lexicon has three values 
like positive, negative and neutral. The summation of 
all these three values must be 1. Hence the words 
having low positive and negative score must be having 
neutral value. Neutral value is considered as objective 
value. Distinct thresholds implements to avoid the 
words which are not sentimental. 
 

Word Prediction 
1.  Yes again Karan Johar does not disappoint at making 

crappy movies-karan/Neutral johar/Neutral 
disappoint/Neutral making/Neutral crappy/Neutral 
movies/Neutral 

2.  He outperformed himself yet again with same old 
wannabe shabby movie-outperformed/Neutral 
wannabe/Neutral shabby/Neutral movie/Neutral 

3.  Its high time public reject such useless directors whose 
only name for fame is that they are well connected and 
sons of some film personality-high/Neutral 
time/Neutral public/ Neutral reject/-ve useless/Neutral 
directors/Neutral fame/Neutral connected/Neutral 
sons/Neutral film/Neutral personality/Neutral 

4.  Tired of watching Ranbir and Anushka doing same 
type of roles These wannabe Hollywood type 
Boollywood dumbos are the worst-tired/Neutral 
watching/Neutral ranbir/ Neutral anushka/Neutral 
type/Neutral roles/Neutral wannabe/Neutral 
hollywood/Neutral type/Neutral boollywood/Neutral 
dumbos/Neutral worst/Neutral 

5.  After student of the year and many such crop movies 
this is yet another headache from johar-student/Neutral 
year/Neutral crop/Neutral movies/Neutral 
headache/Neutral johar/Neutral 

 
 
 
 

Sentence Prediction: 
Table 4: Sentence Prediction 

Sentence Preprocessed PN 
Polarity 

Yes again Karan Johar 
does not disappoint at 
making crappy movies 

karan johar 
disappoint 
making crappy 
movies 

Negative 
 

He outperformed himself 
yet again with same old 
wannabe shabby movie 

outperformed 
wannabe shabby 
movie 

Neutral 
 

Its high time public reject 
such useless directors 
whose only name for 
fame is that they are well 
connected and sons of 
some film personality 

high time public 
reject useless 
directors fame 
connected sons 
film personality 
 

Negative 
 

Tired of watching Ranbir 
and Anushka doing same 
type of roles these 
wannabe Hollywood type 
Boollywood dumbos are 
the worst 

tired watching 
ranbir anushka 
type roles 
wannabe 
Hollywood type 
boollywood 
dumbos worst 
 

Negative 
 

After student of the year 
and many such crop 
movies this is yet another 
headache from johar 

student year crop 
movies headache 
johar 
 

Neutral 
 

Review summary 
Positive : 0 
Negative : 3 
Neutral : 2 
This Movie has many Negative Reviews. 
Step 4. Performance 

ctedeviewextratotalnoofr
actreviewextrrofcorrecttotalnumbe

=accuracy   

 

80.0
5
4
==accuracy  

Table 5: Accuracy Table 
System Accuracy 
SentiWordNet 0.6 
Naive Bayes 0.8 

 
Analysis 

 
Figure 4: Comparison of classifiers 
 
We have taken Movie Reviews as inputs form IMDB  
database. Here we have compare both the algorithm using 
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same data set. Below is the comparative analysis of the 
existing system i.e. Sentiwordnet and proposed system i.e 
Naive Bayes system. 
The above figure 4 gives us the number of words the 
algorithms have taken up for evaluation. The Naive Bayes 
has taken up more values which can determine the sentiment 
of the review, while the Sentiwordnet algorithm managed to 
take up fewer values for evaluation from the same data 
input. This tells us that the analysis performed by Naive 
Bayes would give a better result. The input values are later 
considered for determining if they are positive, negative or 
neutral. 
In proposed system we have used the Naive Bayes theorem, 
which is used to increase the accuracy of the movie reviews. 
The other algorithm Sentiwordnet is being compared which 
is an existing system. Initially we have given in graph which  
compares the output of applying the above two algorithms.  
It can be observed that the number of characteristics 
analysed by the proposed system far outweighs the existing 
system which is shown in figure 5. 
 

 
Figure 5: Comparison of sentiments of both classifiers 
 

 
Figure 6: Precision, Recall and Accuracy 
In above figure 6 the graph contains the comparison of both 
algorithm in terms of precision, recall and accuracy. It can 
be observed that the range for all three characteristics is 
more for the proposed system. 
 
 
 

CONCLUSION 
 
Sentiment analysis is an advanced concept which enables 
any individual to discover feelings about different news and 
opinions. These days reviews are the key factor to make 
decisions. If the reviews are positive then it concludes that 
the user is satisfied. Many research has already done for 
sentiment analysis using various classifier and algorithms 
like C5 classifiers, Support Vector Machine(SVM) etc. 
Proposed system uses Naive bayes classifier and helps to 
reduces some previous limitations and find better accuracy. 
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