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Abstract: Combinatorial Testing (CT) is performed to ensure the development of a software system quality. In CT, many research works has 
been designed for test suite minimization. But, existing test suite minimization techniques does not covers the more number of test cases for 
detecting the maximum faults in software programs. Therefore, there is a requirement for new test suite minimization technique for improving 
software system quality with higher number of test cases. To optimize the order of interactions being tested and to reduce the number of test 
suites generated best in terms of coverage, Combinatorial First Order Polynomial Coverage Based Prioritization (CFOP-CP) technique is 
proposed.  For monitoring the order of interactions at time interval ‘ t ’ and time interval ‘ t-1 ’, First Order Polynomial (FOP) function is used. 
Therefore, FOP function predicts the faults interactions in software program efficiently which resulting in higher fault interaction prediction 
accuracy. After that, Coverage-based Test Suites Prioritization is performed to prioritize test suites best in terms of coverage and therefore 
provides global coverage for finding faults in software programs. Finally, Similarity-based Test Suite Selection is performed to reduce the 
number of test suites for detecting maximum number of faults in software programs which in turn helps for improving the software system 
quality. The CFOP-CP technique conducts the experimental works on parameters such as fault interaction prediction accuracy, testing cost and 
coverage rate. The experimental result shows that the CFOP-CP technique is able to improve the coverage rate for software fault detection and 
also reduces the testing cost for improving the software system quality when compared to state-of-the-art-works. 
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1. INTRODUCTION 

Software fault localization and diagnosis is a significant 
step in the Combinatorial Testing (CT) for improving software 
system quality. In CT, the new test cases are created over time 
due to software modifications that increases the size of test 
suite. The increased test suites size may enhances the testing 
cost of software program. Therefore, test suite minimization 
techniques are required to reduce the testing cost of fault 
localization with higher number of test cases and to improve 
the software system quality.  
Many research works has been developed for test suite 
minimization. For example, a combinatorial testing algorithm 
(comFIL) was designed in [1] for locating interactions that 
cause the system’s defeat to acquire minimum target 
interactions in test suite for generating Combinatorial testing. 
The comFIL was more precise in fault localization. However, 
the number of test cases generated is higher. The 
combinatorial optimization technique was presented in [2] for 
reducing the number of test cases in configuration-aware 
structural testing. The combinatorial optimization technique 
prioritizes the test case based on the fault density. But, 
performance of combinatorial optimization technique was not 
sufficient for identifying more faults. 
Cuckoo Search (CS) Algorithm was developed in [3] that 
utilize combinatorial optimization concepts to reduce the 
number of test cases. CS technique needs more computational 
time. A novel approach was intended in [4] to significantly 
reduce the count of interactions to be tested without significant 
loss of fault detection capability. But, time complexity for 
deriving interactions for combinatorial testing was not 
considered. 

A novel method was introduced in [5] for performing 
similarity-based test suite reduction in the context of model-
based testing. Though, the test suite reduction is not efficient 

for covering all the faults. The optimization of test cases 
through prioritization was performed in [6] using genetic 
algorithm. But, optimized test cases do not cover more number 
of faults. A fuzzy software quality evaluation model was 
designed in [7] depends on weighted mutation rate correction 
incompletion G1 combination weights for software quality 
evaluation.  

Test suite prioritization was accomplished in [8] with the 
aid of cost based combinatorial interaction coverage to 
improve the rate at which faults are detected in relation to cost. 
Test suite prioritization was not efficient for improving the 
software system quality. A similarity-based test case 
prioritization technique was introduced in [9] to enhance the 
fault detection rate and to discover bugs in loops. However, 
number of mutation faults and the number of test cases 
influence the results of test case prioritization techniques. A 
family of similarity-based test case selection techniques was 
presented in [10] to discover best tradeoffs among the number 
of test cases to run and fault identification. But, total execution 
cost was higher. 

  Based on the above mentioned techniques and methods 
presented, Combinatorial First Order Polynomial Coverage 
Based Prioritization (CFOP-CP) technique is developed. The 
research objective of CFOP-CP technique is formulated as 
follows, 
 To predict the faults interactions in software programs, 

First Order Polynomial function is used in CFOP-CP 
technique. 
 To prioritize test suites best in terms of coverage, 

Coverage-based Prioritization is carried out in CFOP-CP 
technique. 
 To reduce the number of test suites with higher number 

of test cases, Similarity-based Test Suite Selection is 
employed in CFOP-CP technique. 
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The rest of this paper is structured as follows. Section 2 
explains Combinatorial First Order Polynomial Coverage 
Based Prioritization (CFOP-CP) technique with the assist of 
architecture diagram. Section 3 and Section 4 explains the 
experimental settings and details performance analysis with 
the aid of parameters. Section 5 describes the related works.  
Finally, Section 6 concludes this paper. 

2.   COMBINATORIAL FIRST ORDER POLYNOMIAL  

COVERAGE BASED PRIORITIZATION IDENTIFY TECHNIQUE 

CT focuses on discovering faults that arise due to interaction 
of values of a small number of input parameters. Recently, 
most of research works has been developed for test suite 
minimization for CT. However, existing test suite 
minimization techniques does not covers the maximum 
number of test cases for identifying the more faults in software 
programs. In order to overcome such limitation, Combinatorial 
First Order Polynomial Coverage Based Prioritization (CFOP-
CP) technique is designed. The main objective of CFOP-CP 
technique is to optimize the order of interactions being tested 
and to reduce the number of test suites generated best in terms 
of coverage for detecting the more number of faults in 
software programs. For monitoring the order of interactions 
and to identify the fault interactions in software program, 
CFOP-CP technique used First Order Polynomial (FOP) 
function. The FOP function efficiently predicts the number of 
faults interaction in software program with the aid of 
evaluation error. 
For prioritizing the test suites best in terms of coverage (i.e. 
maximum number of test cases) and providing the global 
coverage for detecting the maximum number of faults in 
software programs, CFOP-CP technique used Coverage-based 
Prioritization process. For reducing the number of test suites 
best in terms of coverage, CFOP-CP technique performs 
Similarity-based Test Suite Selection process. The overall 
architecture diagram of Combinatorial First Order Polynomial 
Coverage Based Prioritization technique is shown in below 
Figure 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
Figure 1 Architecture Diagram of Combinatorial Bayesian 

Order Polynomial Coverage-based Prioritization Technique 

   As shown in Figure 1, CFOP-CP technique initially takes 
Schoolmate Dataset as input. Then, CFOP-CP technique used 
FOP function for screening the order of interactions and 
finding the fault interactions in software program. By using 
FOP function, CFOP-CP technique efficiently identifies the 
fault interaction. This in turn helps for CFOP-CP technique for 
improving the fault interaction prediction accuracy. After that, 
Coverage-based Test Suites Prioritization is accomplished in 
order to prioritize test suites best in terms of coverage which 
resulting in enhanced coverage rate. Finally, Similarity-based 
Test Suite Selection is performed in order to obtain the 
reduced number of test suites to find the faults in identified 
faults interactions which in reduces the number of count of 
interactions to be tested. As a result, CFOP-CP technique 
significantly reduces the testing cost of software program.  

2.1 First Order Polynomial Function 

The CFOP-CP technique used first Order Polynomial (FOP) 
Function to identify the faults interactions that exist in the 
source code, thereby reducing the count of interactions to be 
tested. With the aid of FOP Function, CFOP-CP technique 
finds possible interactions that may cause the failure to occur 
or identified at an earlier stage, i.e. even before the occurrence 
of failures. Thus, CFOP-CP technique tests only the identified 
fault interactions rather than testing all the N interactions in 
software programs. This in turn assists for significant 
reduction in count of interactions to be tested and therefore 
reduces testing costs. Hence, software testers can easily 
examine and locate the factors relevant to defects of system 
more accurately, thus making the process of software testing 
and debugging easier and more effectual. 

The FOP Function is a simple, non-trivial and time 
series model where the monitoring of interactions  in 
software program at the time t and vt is mathematically 
represented as, 

    Where        (1) 

From the equation (1), It is the order of the interactions at 
time t and vt is the observational error. The time evolution of 
the interactions is then modelled as a locally constant mean 
with evolution error ut

            

 which mathematically represented as, 

   (2) 

From the equation (3), ut

                  

 is fault interaction. Therefore, the 
forecasting of fault interactions form the software program at 
time interval ‘t’ and time interval ‘t-1’ is mathematically 
formulated as, 

  (3) 

 From the equation (3), It denotes the order of the 
interactions at time t and It-1 represents order of the 
interactions at time t-1 whereas  indicates  the monitoring 
of interactions in software program. Here,   is the number 
of identified fault interactions form the total interactions of 
software program using evaluation error. Therefore, CFOP-CP 
technique efficiently identifies the fault interactions form the N 
interactions of software program which resulting in improved 
fault interaction prediction accuracy. This in turn helps for 
predicting the future fault interactions in software program. 
After detecting the fault interactions in software program, test 
suite prioritization and selection process is accomplished in 
order to optimize the number of test suites best in terms of 

Schoolmate 
Dataset 

First Order Polynomial function 
 Faults Interactions 

Coverage-based Test Suites   
Prioritization 

Similarity-based Test Suite Selection 

Prioritize Test Suites Best In 
Terms Of Coverage 

 

Reduced number of test suites 
for Faults diagnosing 
 
 
 Improved coverage rate with 

reduced testing cost for improving 
software system quality 
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coverage for software program evaluation which is detailed 
explained in forthcoming sections. 

 
2.2   Coverage-Based Prioritization 

In CFOP-CP technique, test suite prioritization is 
performed for prioritizing test suite in order that increases their 
effectiveness in meeting some performance goals for 
improving the software quality. The test suite is prioritized 
based on coverage criterion. The prioritization based on 
coverage is depends on the hypothesis that early maximization 
of coverage could lead to early detection of faults. The 
coverage-based test suite prioritization prioritizes test suites 
based on their total coverage of test cases for identifying more 
faults. The process of coverage-based test suite prioritization is 
shown in below Figure 2. 
 

 

 

 

 

 

 

 

 

 

Figure 2 Process of Coverage-Based Test Suite Prioritization 

      The test suites prioritization problem in CFOP-CP 
technique is mathematically formulated as follows, 

Test  Suite Prioritization = ( TS, N ,f )         (4) 
 
     From the equation (4), TS is a test suite. Here, N  
represents all the test suites obtained through performing the 
tests and f is a function form N to the real numbers. Therefore, 
the problem is to find test suite form the set of all test suites is 
mathematically represented as follow, 

   π ∈ N Such that ∀ π‘∈ N,  f (π) ≥ f( π‘ )           (5) 

     Form these equations (4) and (5), possible prioritizations 
of TS are referred to as N in which f is a function to measure 
the orderings. The test suite prioritization is based on any 
criterion. In CFOP-CP technique, test suite prioritization based 
on interaction faults coverage. 

Let us assume the function for the test suite 
prioritization problem through interaction faults coverage. 
Given a test suite TS, N is the set of all test suites acquired 
through performing the ordering of tests. Each permutation is 
referred to as π i ∈ N and an individual permutation contains n 
test cases π i = π i1,π i2,….,π in. A function tCoverage(π ik) 
computes the set of covered t-tuples in a test π ik. Hence, total 
coverage percentage of test suite (i.e. the test suites that covers 
maximum faults in software program) is measured for the 
prioritizing test suites which is mathematically formulated as, 

   (6) 

       From the equation (6), the total coverage percentage of 
test suite is measured to find the more faults in software 
programs at the earlier stage. The algorithmic process of 
coverage-based test suite prioritization is shown in below, 

     
 
 
 
 
 
 
 
 
 
 
 
 

Algorithm 1 Coverage-Based Test Suite Prioritization 

    As shown in Algorithm 1, During the Coverage-Based Test 
Suite Prioritization process, the test suite with the highest 
coverage percentage is placed to an initially empty solution, 
followed by next highest percentage is included, until all test 
suites have been added. This in turn helps for achieving global 
coverage to reduce the testing cost and to find the more faults 
of software programs at an earlier stage for enhancing the 
software system quality. 
2.3   Similarity-Based Test Suite Selection 
        In CFOP-CP technique, similarity-based test suite 
selection is performed to select the reduced number of test 
suites which covers the maximum number of test cases for 
improving the quality of software program evaluation. This 
similarity based test suite selection process reduces the 
number of redundant test cases with the aid of measured 
similarity value.  The process of similarity-based test suite 
selection is shown in below Figure 3, 

 
 
 
 
 
 
 
 
 

 

   

 

Figure 3 Process of Similarity-Based Test Suite 

Selection 

Collection of 
test suites 

Measure total coverage 
percentage of test suite 

Sort test suite in descending 
order based on total 
coverage 

Prioritization of test suites 
 

Test 
Suite Measure cosine similarity 

Select test suites with low 
similarity value 

Eliminate test suites which has a 
higher similarity value 

Reduced number of test suites 

    // Coverage-Based Test Suite Prioritization 
    Input: Number Of Test Suites with n test cases 
    Output: Prioritized Test Suites 
    Step 1: Begin 
    Step 2:     For each test suite 
    Step 3:      Compute total coverage percentage using (6) 
    Step 4:     End for 
    Step 5:  Sort test suite in descending order based on 
        the value of total coverage percentage for 

    prioritization 
    Step 6:   Outputs the prioritized test suites list 

    Step 7: End 
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      As shown in Figure 3, similarity-based test suite selection 
process initially evaluates the cosine similarity value for 
prioritized test suites. Next, similarity-based test suite 
selection process eliminates test suites which have a higher 
similarity value and then choose test suites with low similarity 
value for efficient software program evaluation which 
resulting in reduced number of test suites. 
     The maximum number of test cases coverage covered by 
test suite t1 and t2 are X:<x1,x2,x3,…,xn> and 
Y:<y1,y2,y3,…,yn

( )1 2
.,
| |

tx ySimilarity t t
x y

=

> respectively. Therefore, similarity 
between test suites is measured by using cosine similarity 
which is mathematically formulated as, 

                 (7)        

      From the equation (7), similarity between test suites is 
evaluated for test suite selection. Here, xt

 
 is a transposition of 

vector x and x  is the Euclidean norm of vector x. The 
Euclidean norm of vector x can be calculated according to 

2 2
1 2

n
nx x x+ +…+ . Similarly, y  is the Euclidean norm 

of vector y.  
     With the aid of measured similarity value of test suites, 
CFOP-CP chooses the test suites with lower similarity value. 
Therefore, CFOP-CP technique obtains the reduced number of 
test suites for software program evaluation. The algorithmic 
process of Similarity-based Test Suite Selection for software 
program evaluation is shown in below, 

 // Similarity-based Test Suite Selection Algorithm 
Input: Prioritized Test Suites 
Output: Test suites Reduction (Select The Test Suites That 
Covers Most Number Of Test Cases For Software 
Validation) 
Step 1:Begin 
Step 2: For each prioritized test suites 
Step 3:    Measure similarity between test suites using  (7) 
Step 4:    Choose the test suites which has a low similarity   
                value 
Step 5:    Remove test suites which has a higher similarity  
                value 
Step 6: End for  
Step 7: End       

Algorithm 2 Similarity-Based Test Suite Selection 

      As shown in algorithm 2, Based on the similarity value 
between each pair of test cases, the test suites with biggest 
similarity value are eliminated and test suites with lower 
similarity value is selected. This in turn provides reduced 
number of test suites with more number of test cases for 
finding maximum number of faults in software program which 
resulting in improved software system quality. 
     The reduced number of test suites is obtained from 
Similarity-based Test Suite Selection Algorithm is applied on 
identified fault interactions for detecting faults. Therefore, 
CFOP-CP technique reduces the count of interactions to be 
tested which resulting in reduced testing costs. 

3. EXPERIMENTAL SETTINGS 

     The proposed Combinatorial First Order Polynomial 
Coverage Based Prioritization (CFOP-CP) technique is 
implemented in Java Language by using schoolmate data set. 
The CFOP-CP technique employed schoolmate data set for 
identifying faults in software programs to improve software 
system quality. This schoolmate data set consists of many PHP 
program. The performance of CFOP-CP technique is 
measured in terms of fault interaction prediction accuracy, 
coverage rate and testing cost.  

4. RESULT AND DISCUSSIONS 

    In this section, the result analysis of CFOP-CP technique is 
estimated. The effectiveness CFOP-CP technique is compared 
against with two methods namely combinatorial testing 
algorithm (comFIL) [1] and combinatorial optimization 
technique [2] respectively. The efficiency of CFOP-CP 
technique is evaluated along with the following metrics with 
the help of tables and graphs. 

4.1  Measurement of Fault Interaction Prediction Accuracy  

      The fault interaction prediction accuracy is defined as the 
ratio of number of correctly identified fault interactions to the 
total number of interactions taken. The fault interaction 
prediction accuracy is measured in terms of percentages (%) 
and mathematically expressed as, 

     
Fault Interaction Prediction Accuracy  =

identified fault interactions
*100         (8)

total number of interactions

 

     From the equation (8), fault interaction prediction accuracy 
is obtained. While the fault interaction prediction accuracy is 
higher, the method is said to be more efficient. 

Table 1 Tabulation for Fault Interaction Prediction Accuracy 

      Table 1 demonstrates the tabulation for fault interaction 
prediction accuracy based on different number of interactions 
taken in the range of 10-100. The CFOP-CP technique 
considers the framework with different number of interactions 
for conducting experimental works using Java Language.  
From the table, it descriptive that the fault interaction 
prediction using proposed CFOP-CP technique is higher when 
compared to other existing works namely comFIL [1] and 
combinatorial optimization technique [2]. 

Number Of 
Interactions 

Fault Interaction Prediction Accuracy (%) 

comFIL 
Combinatorial 
Optimization 

Technique 
CFOP-CP 
Technique 

10 55.11 66.87 79.25 
20 56.93 68.42 80.93 
30 57.18 71.26 82.37 
40 60.79 72.39 84.78 
50 61.26 75.14 85.91 
60 63.74 76.92 86.85 
70 64.52 78.26 88.91 
80 67.19 82.44 91.27 
90 69.14 83.67 92.88 
100 72.35 85.93 94.67 
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Figure 4 Measure of Fault Interaction Prediction Accuracy 

     Figure 4 depicts the impact of fault interaction prediction     
accuracy versus different number of interactions using three 
methods. As exposed in figure, the proposed CFOP-CP 
technique is provides better fault interaction prediction 
accuracy for  improving the software system quality when 
compared to existing two works namely comFIL [1] and 
combinatorial optimization technique [2] . In addition, while 
increasing the number of interactions, the fault interaction 
prediction accuracy is also gets increased using all three 
methods. But comparatively, the fault interaction prediction 
accuracy using proposed CFOP-CP technique is higher. This is 
due to application of FOP function in CFOP-CP technique 
where it monitors the order of interactions and efficient 
prediction in fault interactions with the aid of evaluation error. 
This in turn helps for improving the fault interaction prediction 
accuracy in a significant manner. Therefore, the CFOP-CP 
technique improves fault interaction prediction accuracy by 39 
% when compared to comFIL [1] and 14 % when compared to 
combinatorial optimization technique [2] respectively. 
4.2   Measurement of Coverage Rate 

       The coverage measures the rate at which a maximum 
number of faults covered by a selected test suites form the 
total number of test suites for increasing the software system 
quality. The coverage rate is measured in terms of percentages 
(%) and mathematically formulated as, 

( )9

 Coverage Rate=

total number of test suites-selected test suites for identifying more faults
*100

total number of test suites

 

     From the equation (9), coverage rate of test suites for 
identifying the more number of faults in given software 
program is obtained. While the coverage rate is higher, the 
method is said to be more efficient. 
 
 
 
 
 
 
 
 
 
 

Table 2 Tabulation for Coverage Rate  

Number 
Of Test 
suites 

Coverage Rate (%) 

comFIL 
Combinatorial 
Optimization 

Technique 
CFOP-CP 
Technique 

10 52.36 61.78 70.25 
20 53.98 63.87 73.58 
30 57.89 66.15 75.19 
40 58.14 67.05 76.97 
50 60.78 69.34 78.36 
60 61.02 71.71 80.15 
70 63.25 72.56 84.59 
80 64.87 74.95 85.94 
90 65.90 78.97 87.16 

100 67.23 79.99 88.97 

    Table 2 depicts the tabulation of coverage rate for 
discovering the maximum number of faults based on different 
number of test suites taken in the range of 10-100. From the 
table, it illustrative that the coverage rate using proposed 
CFOP-CP technique is higher when compared to other 
existing works namely comFIL [1] and combinatorial 
optimization technique [2]. 

 

Figure 5 Measure of Coverage Rate 

      Figure 5 portrays the impact of coverage rate of faults 
versus different number of test suites using three methods. As 
illustrated in figure, the proposed CFOP-CP technique is 
provides better coverage rate for finding the more faults in 
software program  when compared to existing two works 
namely comFIL [1] and combinatorial optimization technique 
[2] . As well, while increasing the number of test suite, the 
coverage rate is also gets increased using all three methods. 
But comparatively, the coverage rate using proposed CFOP-
CP technique is higher. This is because of application of 
Coverage-Based Test Suite Prioritization and Similarity-Based 
Test Suite Selection algorithms in CFOP-CP technique. With 
the support of these two algorithmic processes, CFOP-CP 
technique attains the reduced number of test suites generated 
best in terms of coverage with higher number of test cases for 
detecting the more faults. This in turn assists for improving the 
coverage rate in an efficient manner. As a result, the CFOP-CP 
technique improves coverage rate by 32 % when compared to 
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comFIL [1] and 14 % when compared to combinatorial 
optimization technique [2] respectively. 

4.3   Measurement of Testing Cost 

    The testing cost measures the amount of time taken by 
selected test suites for finding the maximum number of faults 
in software program. The test cost is measured in terms of 
milliseconds (ms) and mathematically represented as below, 

 *
t

Test Cost N T=                              (10)  

    From the equation (10), testing cost for identifying the 
more number of faults in given software program is obtained 
where N is the total number of test suites and Tt  

 Table 3 Tabulation for Testing Cost 

is time taken 
for identifying faults by one test suite.  While the testing cost 
is lower, the method is said to be more efficient. 

Number 
Of Test 
suites 

Testing Cost (ms) 

comFIL 
Combinatorial 
Optimization 
Technique 

CFOP-CP 
Technique 

10 36.9 29.7 23.5 
20 38.2 33.5 28.6 
30 44.6 38.9 32.2 
40 47.3 41.2 35.9 
50 51.7 45.4 41.8 
60 55.8 51.1 45.7 
70 62.2 55.8 51.8 
80 65.1 57.7 55.3 
90 69.9 62.5 59.7 

100 72.3 66.2 62.4 

      The comparative result analysis of testing cost with respect 
to different number of test suites in the range of 10-100 is 
presented in Table 3. From the table, it expressive that the 
testing cost using proposed CFOP-CP technique is lower when 
compared to other existing works namely comFIL [1] and 
combinatorial optimization technique [2]. 

 

Figure 6 Measure of Testing Cost 

      Figure 6 describes the impact of testing cost versus 
diverse number of test suites using three methods. As 
demonstrated in figure, the proposed CFOP-CP technique  

provides better testing cost for improving software system 
quality when compared to existing two works namely comFIL 
[1] and combinatorial optimization technique [2] . Also, while 
increasing the number of test suite, the testing cost is also gets 
increased using all three methods. But comparatively, the 
testing cost using proposed CFOP-CP technique is lower. This 
is because of application of FOP function in CFOP-CP 
technique. With the support of FOP function, CFOP-CP 
technique monitors the order of interactions and predicts the 
fault interactions in software program by using evaluation 
error.  Hence, CFOP-CP technique tests only the discovered 
fault interactions rather than testing all the N interactions in 
software programs. This in turn reduces the count of 
interactions to be tested and which resulting in reduced testing 
costs. Thus, the CFOP-CP technique reduces testing cost by 21 
% when compared to comFIL [1] and 11% when compared to 
combinatorial optimization technique [2] respectively. 

5.  RELATED WORKS 

       An Analysis of Test Suite Minimization Techniques was 
performed in [11] for improving the testing process of fault 
detection and achieving all the testing requirements. An 
Improved History-Based Test Prioritization Technique was 
designed in [12] using code coverage to detect fault faster.  
However, more number of faults is not identified. A variable 
strength combinatorial strategy was developed in [13] for 
performing testing which covers the needed valid 
combinations of parameters including mutual interactions in a 
concurrent program. But, this strategy decreases the capability 
of fault detection.  
       An efficient algorithm pair wise test set generator using 
genetic algorithm (PTSG-GA) was intended in [14] for 
generating test set for pair-wise testing. The PTSG-GA is not 
designed to incorporate constraint handling feature. Genetic 
algorithm was designed in [15] for constrained Combinatorial 
Interaction Testing in which pair wise testing is performed for 
subjects with a small number of constraints. However, impact 
of reduced test suites for the fault detection was not sufficient. 
Quality-Aware Service Selection for Service-Based Systems 
was presented in [16] to discover a solution which attains the 
service-based systems owner’s optimisation goal while 
achieving all quality constraints for the service-based systems. 
But, the increase in number of quality constraints affects its 
performance to find a solution. 
        A novel algorithm called Pairwise with constraints, Order 
and Weight (PROW) was employed in [17] for handling 
constraints and prioritization for pairwise coverage. The 
different techniques designed for software fault-localization 
methods was analyzed in [18] for increasing the quality of 
software system. Fault Localization Method was intended in 
[19] based on dependencies analysis of program structure for 
enhancing the accuracy of fault localization. But the accuracy 
of fault localization was not at required level. An iterative fault 
localization process was performed in [20] to select test cases 
for fault localization and to find many faults in the program. 
However, effective fault localization was not performed. 

6. CONCLUSION 

An efficient Combinatorial First Order Polynomial 
Coverage Based Prioritization (CFOP-CP) technique is 
designed with objective of optimizing the order of interactions 
being tested and reducing the number of test suites generated 
best in terms of coverage. Initially, CFOP-CP technique 
employed FOP function for monitoring the order of 
interactions and predicting the faults interactions in software 
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program efficiently.  Therefore, CFOP-CP technique attains 
the higher fault interaction prediction accuracy. Next, 
coverage-based test suites prioritization is performed CFOP-
CP technique with the aim of prioritizing test suites best in 
terms of coverage and therefore improves the coverage rate for 
detecting the more number of faults in software programs. At 
last, Similarity-based Test Suite Selection is performed in 
CFOP-CP technique in order to minimize the number of test 
suites with higher number of test cases for discovering 
maximum number of faults in software programs. By using 
reduced number of test suites, CBOP-CP technique tests only 
the identified fault interactions rather than testing all the N 
interactions in software programs. This in turn assists for 
reducing the count of interactions to be tested and which 
resulting in reduced testing costs for improving the software 
system quality. The efficiency of CBOP-CP technique is test 
with the metrics such as fault interaction prediction accuracy, 
coverage rate and testing cost. With the experiments 
conducted for CBOP-CP technique, it is observed that the 
coverage rate for improving software system quality provided 
more accurate results as compared to state-of-the-art works. 
The experimental results demonstrate that CBOP-CP 
technique is provides better performance with an improvement 
of coverage rate and also reduces the testing cost when 
compared to the state-of-the-art works. 
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