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Abstract—The online social media is the great area of research 
which is explored by the researchers now days.  There are 
number of areas in which overlapping community detection 
works. In this paper comparison of various algorithms used to 
detect the overlapping will be made. The disjoint clusters can be 
identified by the use of algorithm. The framework for evaluating 
various algorithms will be described which will help disclosing 
the person’s membership in multiple clusters. The cluster will be 
collection of number of distinct users belonging to only one 
group. This paper evaluates all the algorithms which are used for 
overlapping community membership detection. 
 
Keywords—community overlapping, clique percolation, fuzzy 
detection. 
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I.  INTRODUCTION  
Community overlapping or modular structure is one of the 

most widely used in real world social media as it will 
elaborate functioning of the system. The dataset will be 
required in order to detect the overlapping. The dataset is 
fetched from the Snap University. The data which is fetched is 
converted into the adjacency matrix [2].The adjacency matrix 
will indicate that nodes are adjacent or not. The nodes are said 
to be adjacent if they are connected by the single edge. If 
nodes are adjacent then there will be 1 in the corresponding 
adjacency matrix otherwise it will contain 0 [3].The 
overlapping community detection will be represented through 
the following diagram. 

The overlapping community detection will help in 
identifying the interest of the community and hence presenting 
them the content which they most often like. Social 
networking sites are chosen for this purpose. Network 
communities represent basic structure for understanding the 
organization of the real world environment. a community will 
be a group of nodes which are attached by some logical links. 
In a social network it is well understood that people in a social 
network are naturally characterized by multiple community 
memberships. A person can have link to many active area 
including people, movies, news, etc. All of the above stated 
active things are group to which a user may belong.  

 
Figure 1: Showing the overlapping community structure 

For this reason, there is growing interest in overlapping 
community detection algorithm that identifies a set of groups 
which are not disjoint. In the proposed paper comparison of 
the various techniques used for detection of the overlapping 
will be made.  

 

A. Preliminaries 
The basic definitions which are used throughout this paper 

are presented [1]. Consider a graph 

 G= {E,V} where E is the set of edges and V is the set of 
vertexes or nodes. For dense graphs m=O(n2) and for the 
sparse network m=O(n) [2].The adjacency matrix will be used 
in order to determine which nodes are reachable from the 
current nodes. If the elements of the adjacency matrix 1 then it 
means the node is reachable from the current node otherwise 
adjacency matrix will contains 0. 

In the case of overlapping community detection, the set of 
clusters found is called covers which are denoted by C= 
{c1,c2,c3,……cn). [3]In the presented clusters a node can 
belong to more than one cluster. Each node i associate with a 
community according to a belonging factor. The association 
between the nodes and cluster will be indicated with the aic. 
This aic is a measure of the strength of association between 
node i and cluster c.  There is following constraint to be 
satisfied in order for the node to be member of the cluster 

                                0<=aic<=1 ,  i€V,   c€C        (1) 

II. ALGORITHMS 
In order to analyze the overlapping community detection 

we will use the following algorithms. 

A. Clique Percolation 
The Clique Percolation Method (CPM) is based on the 

assumption that a community consists of overlapping sets of 
fully connected sub graphs and detects communities by 
searching for adjacent cliques. It begins by identifying all 
cliques of size k in a network [4].Once these have been 
identified, a new graph is constructed such that each vertex 
represent those shares k-1 members. Connected graph will be 
used to detect the overlapping community [1].The relatively 
small values of k lie between 3 to 6 appear to give accurate 
results [5].A threshold value will be maintained. Only k cliques 
with intensity larger than a fixed threshold are included into the 
community [1]. CPM introduces a sub graph intensity 
threshold for weighted networks. Only k-cliques with intensity 
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larger than a fixed threshold are included into a community. 
Instead of processing all values of k, SCP finds clique 
communities of a given size. In the first phase, SCP detects k-
cliques by checking all the (k−2) -cliques in the common 
neighbors of two endpoints when links are inserted to the 
network sequentially in order of decreasing weights. In the 
second phase, the k-community is detected by finding the 
connected components in the (k − 1)-clique 

Projection of the bipartite representation, in which one type 
of node represents a k clique and the other denotes a (k − 1) -
clique. Since each k-clique is processed exactly twice, the 
running time grows linearly as a function of the number of 
cliques. SCP allows multiple weight thresholds in a single run 
and is faster than CPM. Despite their conceptual simplicity, 
one may argue that CPM-like algorithms are more like pattern 
matching rather than finding communities since they aim to 
find specific, localized structure in a network.              

The result for k=4 will be describe as: 

 
Figure 2 showing the overlapping community of order 4 

 
Figure 3 showing k-clique mechanism  

B. Fuzzy detection 
The fuzzy detection mechanism can be used in order to 

detect the overlapping of community. Fuzzy community 
model is used to quantify the strength of the associations that 
exists between nodes and edges. [1]For overlapping 
community detection generally c mean clustering is preferred. 
A soft membership function will be defined for this purpose. 
Algorithms to detect overlapping communities are either 
“crisp” or “fuzzy” by design: they produce crisp or fuzzy 
partitions regardless of the type of overlapping in the network. 
To compare these algorithms consistently, we propose using a 
common measure: the Fuzzy Rand Index. 

a) To evaluate a fuzzy algorithm on a fuzzy 
network, we compare the fuzzy partition used to 

construct the network with the one produced by 
the algorithm. 

b) To evaluate a crisp algorithm on a fuzzy network, 
we first convert the partition found by the 
algorithm to a fuzzy form by adding equal 
belonging coefficients for each community.  

That is, if vertex v belongs to K communities in the crisp 
partition, its belonging coefficient is 1/K in those communities 
and zero in other communities, in the fuzzy partition.[1] One 
would expect this trivial fuzzy partition to be worse than one 
found by a good fuzzy algorithm, because it contains no 
information about the belonging coefficients.  

c) To evaluate a fuzzy algorithm on a crisp network, 
we convert the crisp partition used to construct 
the network to a fuzzy form in the same way, and 
compare it with the fuzzy partition found by the 
algorithm. 

d)  If both the network and the algorithm are crisp, 
we convert both partitions (the original one and 
that found by the algorithm) to fuzzy form and 
compare them using the Fuzzy Rand Index. In 
this special case, the partitions could instead be 
compared by the Omega Index, these two 
measures are very similar. 

 so we use the Fuzzy Rand Index for consistency. Finally, 
we describe a simple procedure for obtaining a non-trivial 
fuzzy partition from a crisp one. For each occurrence of vertex 
i in community c, we add a belonging coefficient αic which 
equals the number of i’s neighbors that occur in c divided by 
the size of c, normalized in the usual way. This technique, 
which we call Make Fuzzy, can be used to convert any crisp 
algorithm to a fuzzy one, which may produce better solutions 
than the crisp algorithm; we test this hypothesis in our 
experiments. 

 
Figure 4 Showing Fuzzy Clustering Mechanism 

C. Line graph and link partitioning 
This technique will follow the partitioning of a link rather 

than nodes to analyze the cluster.[2] A node is said to be 
overlapped if the link connected to it is a part of many 
clusters. Links are generally clusters using the hierarchical 
clustering techniques. Single linkage hierarchical clustering is 
then represented by the dendogram. If these dendograms are 
cut at certain threshold value then overlapping communities 
are generated [3].The edges are analyzed in this case. The 
edges belonging to more than one region define community 
overlapping. Line graph is also extended to clique graph. 

Link partitioning for overlapping community is also 
proposed. Link partitioning will help in identifying 
overlapping community [2]. Higher quality detection is 
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provided in this case. The node based detection is not used in 
this case. The concepts define within the line graph and link 
partitioning is ambiguous. Link based extended modularity is 
also purposed in this case. The modularity will decrease the 
complexity associated with the system.  Link between the 
nodes i and j [11] . 

 
Figure 5 shows the dendogram describing overlapping 

community detection 

III. COMPARISION OF VARIOUS TECHNIQUES 
After the text edit has been completed, the paper is ready 

for the template. Duplicate the template file by using the Save 
As command, and use the naming convention prescribed by 
your conference for the name of your paper. In this newly 
created file, highlight all of the contents and import your 
prepared text file. You are now ready to style your paper; use 
the scroll down window on the left of the MS Word 
Formatting toolbar. 

There are following comparisons associated with the 
clustering algorithm 

Clique Percolation Fuzzy Detection Line Graph and Link 
partitioning 

The clique of specified 
size is detected using 
this technique 

The approximation 
about the clusters will 
be made 

The clusters are 
specified in terms of 
the links or edges. 

Clustering is detected 
by the use of the nodes 

Clustering is detected in 
terms of the nodes 

Clustering is detected 
in terms of the edges. 

It is faster in nature. It is slower as compared 
to clique percolation 
method. 

It is slower as 
compared to both the 
methods specified. 

The clique will be 
detected by 
discovering only those 
nodes which have 
same degree as the 
value of k 

The clusters are plotted 
using k-means and         
c means techniques 

The graph partitioning 
methods are used in 
order to detect the 
overlapping 

The problems 
associated with the 
undirected graph can 
be solved  

The problems associated 
with undirected and 
directed graphs can be 
solved 

Problems associated 
with directed and 
undirected graph can 
be solved.  

 

IV. RESULT COMPARISONS 
For our demonstration we will consider the clique size to 

be 4. Number of nodes which are considered are 30. The 
Clique percolation method detects the cliques and result is 
listed in the form of cliques having size as specified. Fuzzy 
detection method when applied. Result is produced in terms of 
nodes. The cliques are listed in terms of clusters. In case of 
hierarchical clustering the cliques are detected in terms of 
dendograms. The tabular representation showing the 
numerical computations will be as follows: 

 

 

Clique 
Percolation 

Fuzzy Detection Hierarchal 
Clustering  

Number of 
Nodes 

30 30 30 

Clique Size 4 4 4 
Nodes 

Compared 
10 21 26 

Cliques 6 6 4 
Time 

Consumed 
10ms 21ms 26ms 

 

Table 1: Showing the difference in various Parameters of 
different algorithms 

The time comparison of different algorithm will be listed 
as follows : 

 
Clique Percolation Time 10ms 

 
Fuzzy Detection Time 21ms 

 
Line Graph and Link Partitioning Time 26ms 

V. CONCLUSION 
From the above comparison it is clear that the K-Clique 

algorithm will generate faster results as compared to previous 



Harpreet Arora et al, International Journal of Advanced Research in Computer Science, 8 (4), May 2017 (Special Issue),239-242 

© 2015-19, IJARCS All Rights Reserved   242 

algorithms. The K-Clique will go through the nodes even 
though they may not require hence consuming more time than 
normal. The fuzzy detection method is also present which will 
determine the community overlapping detection graphically. 
The line partitioning method will detect the overlapping 
community detection by the use of dendograms.  The 
mechanisms which are available for detecting the overlapping 
are many. We have graphical user interface as well as 
command user interface for detecting the cliques. The users 
may be participants in the multiple communities which can be 
overlapping. Detection mechanisms are many. We highlighted 
the methods and also described which method is useful in 
detecting the cliques. The K-Clique method is one of the 
simplest methods for the detection of the overlapping 
community detection. 
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