
Volume 8, No. 5, May-June 2017 

International Journal of Advanced Research in Computer Science 

RESEARCH PAPER 

Available Online at www.ijarcs.info 

© 2015-19, IJARCS All Rights Reserved                    880 

ISSN No. 0976-5697 

Dbscan Based Seed Initialization of K-Means Algorithm 
 

Sameer kaul 
Department of Computer Applications 

Islamia College of Science & Commerce 
Jammu &Kashmir ,India 

 
 

Abstract: This paper proposes effective approach to overcome the problem of finding initial number of clusters for Supervised Data mining 
algorithms. We present critical review of various approaches that finds the optimal number of clusters for clustering algorithms. In this paper we 
have used Dbscan algorithms to obtain initial seeds for basic k-means algorithm. To evaluate the proposed approach we have used iris data set, 
liver disorder dataset and seed dataset. 
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I. INTRODUCTION  

 
Clustering is an important tool for a variety of applications 
in data mining, statistical data analysis, data compression, 
and vector quantization. The goal of clustering is to group 
data into clusters such that the similarities among data 
members within the same cluster are maximal while 
similarities among data members from different clusters are 
minimal. Clustering algorithms can be broadly classified 
into hierarchical and non-hierarchical clustering algorithms. 
In cluster analysis, a fundamental problem is to determine 
the best estimate of the number of clusters, which has a 
deterministic effect on the clustering results. Choosing an 
appropriate clustering method is another critical step in 
clustering. K-means clustering is one of the most popular 
clustering techniques used in practice. K-Means algorithm is 
the most well known and fast method in non-hierarchical 
clustering algorithms. Because of the simplicity of K-means 
algorithm, it is used in various fields. K-Means is a 
partitioning clustering method that separates data into k 
mutually exclusives groups. Through such the iterative 
partitioning, k-means algorithm minimizes the sum of 
distance from each data to its clusters. K-Means algorithm is 
very popular because of its ability to cluster a kind of huge 
data, and also outliers, quickly and efficiently. However, K-
Means algorithm is very sensitive to the designated initial 
starting points as cluster centers. K-Means does not 
guarantee unique clustering because we get different results 
with randomly chosen initial clusters. The final cluster 
centroids may not be optimal ones as algorithm can 
converge into local optimal solutions. Therefore it is very 
important for K-Means algorithm to have good initial 
clusters. 
 
II. LITERATURE SURVEY 

 
Several methods have been proposed to solve the cluster 
initialization for K-Means algorithm like [1],[2],[3] . Some 
of the contributions have been discussed as under: 
Reference [4] proposed the refinement algorithm that builds 
a set of small random sub-samples of the data, then clusters 
data in each sub-samples by K-Means. All centroids of all 
subsamples are the clustered together by K-Means using the 
k-centroids of each sub-sample as initial centers. The centers 

of the final clusters that give minimum clustering error are 
to be used as initial clusters for clustering the original set of 
data using K-Means algorithm. Reference [5] proposed the 
global K-Means algorithm which is incremental approach to 
clustering which dynamically adds one cluster center at a 
time through a deterministic global search procedure 
consisting of N (with N being the size of the 
dataset).Reference [6] proposed cluster center initialization 
algorithm (CCIA) to solve cluster initialization problem. 
CCIA is based on two observations, which some patterns are 
very similar to each other. It initiates with calculating mean 
and standard deviation for data attributes, and then separate 
the data with normal curve into certain partition. CCIA uses 
K-Means and density based multi scale data condensation to 
observe the similarity of data patterns before finding out the 
final initial clusters. The experiment results of CCIA 
performed the effectiveness and robustness this method to 
solve the several clustering problems. Reference [7] uses a 
divisive hierarchical   approach   based   on   PCA   
(Principal   Component   Analysis).  Starting  from  an  
initial  cluster  that  contains the entire data set, the method 
iteratively selects the cluster with the  greatest  SSE  and  
divides  it  into  two  sub clusters  using  a hyper plane  that  
passes  through  the  cluster  centroid  and  is orthogonal  to  
the  direction  of  the  principal  eigenvector  of  the 
covariance  matrix.  This procedure is repeated until K 
clusters are obtained. The centers are then given by the 
centroids of these clusters. The Var-Part method is an 
approximation to PCA-Part, where the covariance matrix of 
the cluster to be split is assumed to be diagonal. In this case, 
the direction of the splitting hyper plane is orthogonal to the 
coordinate axis with the greatest variance. Reference [8] 
uses a two-phase pyramidal approach. The attributes of each 
point are first encoded  as  integers  using  2 Q -level  
quantization,  where  Q  is  a resolution parameter. These 
integer points are considered to be at level 0 of the pyramid. 
In the bottom-up phase, starting from level 0, neighboring 
data points at level k (k ε 2 {0,1,. . .}) are averaged to obtain 
weighted points at level k + 1 until at least 20 K points are 
obtained. Data points at the highest level are refined using k-
means initialized with the K points with the largest weights. 
In the top-down phase, starting from the highest level, 
centers at level k + 1 are projected onto level k and then 
used to initialize the k-th level clustering.  The top-down 
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phase terminates when level 0 is reached. The centers at this 
level are then inverse quantized to obtain the final centers. 
The performance of this method degrades with increasing 
dimensionality. 
Reference [9] first calculates K Independent Components 
(ICs) of X and then chooses the i-th (iε 2 {1, 2,. . . ,K}) 
center as the point that has the least cosine distance from the 
i-th IC.The rest of the paper is organized as follows: In 
section III we present basic K-Means algorithm and DBscan 
algorithm. In section IV, algorithms are tested on various 
data sets. In section V, we present various ways for finding 
optimal number of clusters. Conclusion follows in section 
VI. 
 

III. CLUSTERING ALGORITHMS 
 

The proposed strategy is based on well-known k-means 
algorithm. However, the algorithm requires number of 
clusters present in the dataset as a priori information.  We 
propose use DBScan algorithm to provide information on 
number of clusters present in the given dataset. K Means is a 
classic clustering method and is summarized below: 
 
A. K-means algorithm 
K Means is a classic clustering method that has been widely 
adopted in numerous engineering applications. Its popularity 
is supported by the simplicity of the algorithm, as well as 
the fast convergence rate especially in high-dimensional 
problems. K-Means is a method to partition a given set of N 
data points into K groups (called clusters) in D-dimensional 
Euclidean space. The partitioning in the space is based on 
certain similarity metrics which is usually Euclidean 
distance. The objective of the partitioning process is to 
minimize the error, generally expressed as the mean squared 
error (MSE), in approximating each data point with its 
nearest centroid. 
─ Steps: 
     Input:  k: the number of cluster 

D: a data set containing n objects. 
Output: A set of k clusters. 

  
Method: 
1. Arbitrarily choose k objects from D as initial cluster 

centers: 
2. Repeat. 
3. (re)assign each object to the cluster to which the object is 

the most similar, based on the mean value of the object in 
the cluster; 

4. Update the cluster means ,i.e., calculate the mean value 
of  the objects for each cluster; 

5. Until no change. 
─ Performance analysis 
a) Advantages: 
K-Means is a classical algorithm to resolve clustering 
problems simplify and quickly and it is easy to implement 
and understand. Better efficiency in clustering high 
dimensional data. 
Complexity of K-Means algorithm is O(ntk) where n is the 
number of objects is number of iterations and k is number 
of clusters. 
b) Disadvantages 
K-Means only can be used under the situation that the 
average value has been defined .This may not suit some 

applications, such as mobile objects clustering, data 
concerned about classified attributes. In K-Means 
algorithms user needs to specify the number of clusters that 
is k. It is sensitive to the initial centroids and change in 
initial centroids can lead to different clustering results with 
different initial value-Means is not fit to non-convex 
cluster, or big difference on size. Besides, it’s sensitive to 
noisy data and isolated points data, a little data like this can 
make huge effect on average values. In other way we can 
say K-Means algorithm is unable to handle noisy data and 
outliers. 
 

B. DBScan Algorithm 
The density based clustering algorithms are designed to 
discover clusters of arbitrary shape in databases with noise. 
A cluster is defined as a high density region partitioned by 
low density region in data space. DBScan is typical density 
based clustering algorithm. It did clustering through 
growing high density area, and it can find any shape of 
clustering. In this paper we have used DBScan algorithm as 
a starting step for K-means finding initial number of clusters 
K. After using DBScan algorithms for finding K, this k is 
then fed to K-Means. DBScan algorithms require two 
parameters: epsilon (eps) and minimum points (minpts).it 
starts with an arbitrary starting point that has not been 
visited. It then finds all the neighbor points within distance 
eps of the starting point. If the number of neighbors is 
greater than or equal to minpts, a cluster is formed. The 
starting point and its neighbors are added to this cluster and 
the starting point is marked as visited. The algorithm then 
repeats the evaluation process for all the neighbors’ 
recursively. If the number of neighbors is less than minpts, 
the point is marked as noise. If cluster is fully expanded (all 
points within reach are visited) then the algorithm proceeds 
to iterate through the remaining unvisited points in the 
dataset. 
 
─ Steps of DBScan Algorithm 
1)  For each o ε D 
2)   If o is not yet classified then 
      If o is a core object then 
      Collect all object density reachable from    

   o and assign them to a new cluster 
      Else  

  Assign o to noise 
In next section we have done critical analysis of various 
cluster initialization techniques like: Randomly choosing 
initial clusters, choosing initial data points as initial clusters 
and user specified initialization. In user specified 
initialization we can use any method for finding initial 
number of clusters and then use it as input to K-Means 
algorithm e.g. : density based initialization, PCA, ROBIN, 
hierarchical initialization etc. In this paper we have used 
density based algorithm Dbscan for cluster initialization. 
 
IV. PERFORMANCE EVALUATION 

 
For review process we have chosen three approaches for 
initialization and tested it on three different databases: Iris 
database, seed database and liver disorder database: 
 

1. Random initialization. 
2. Choosing initial data point. 
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3. User defined initialization(DBSCAN based) 
Table 1. RANDOM INITIALIZATION FOR IRIS 
DATASET 
 

No.of 
clusters 

Cluster1 Cluster2 Cluster3 Cluster4 Cluster5 

3 
4 
5 
 

97 
31 
32 

32 
47 
40 

21 
23 
28 

- 
49 
18 
 

- 
- 

32 

 
Table 2. CHOOSING INITIAL DATA POINTS FOR IRIS 

DATASET 
No.of 

clusters 
Cluster1 Cluster2 Cluster3 Cluster4 Cluster5 

3 
4 
5 

44 
35 
32 

56 
45 
41 

50 
44 
22 

- 
26 
27 

- 
- 

28 

 
Table 3. USER SPECIFIED INITIALIZATION FOR IRIS 

DATASET 
No.of 

clusters 
Cluster1 Cluster2 Cluster3 Cluster4 Cluster5 

3 
4 
5 

66 
70 
22 

39 
38 
32 

45 
42 
30 

- 
26 
32 

- 
- 

34 

 
Table 4. RANDOM INITIALIZATION FOR SEED 
DATASET 

No.of 
clusters 

Cluster1 Cluster2 Cluster3 Cluster4 Cluster5 

3 
4 
5 

61 
60 
37 

74 
58 
45 

75 
63 
16 

- 
29 
67 

- 
- 

32 

 
Table 5. CHOOSING INITIAL DATA POINTS FOR 
SEED DATASET 

No.of 
clusters 

Cluster1 Cluster2 Cluster3 Cluster4 Cluster5 

3 
4 
5 

62 
61 
31 

73 
64 
55 

75 
55 
38 

- 
30 
38 

- 
- 

48 

 
 

Table 6. USER SPECIFIED INITIALIZATION FOR SEED 
DATASET 

No.of 
clusters 

Cluster1 Cluster2 Cluster3 Cluster4 Cluster5 

3 
4 
5 

55 
70 
25 

75 
62 
55 

80 
48 
36 

- 
30 
38 

- 
- 

56 
 

Table 7. RANDOM INITIALIZATION FOR LIVER 
DISORDER DATASET 

No.of 
clusters 

Cluster1 Cluster2 Cluster3 Cluster4 Cluster5 

3 
4 
5 

251 
93 
77 

76 
187 
59 

18 
12 
12 

- 
53 

158 

- 
- 

39 
 

Table 8. CHOOSING INITIAL POINTS FOR LIVER 
DISORDER DATASET 

No.of 
clusters 

Cluster1 Cluster2 Cluster3 Cluster4 Cluster5 

3 
4 
5 

76 
90 
61 

251 
53 
30 

18 
12 
11 

- 
190 
64 

- 
- 

179 
 

Table 8. USER SPECIFIED INITIALIZATION FOR 
LIVER DISORDER DATASET 

No.of 
clusters 

Cluster1 Cluster2 Cluster3 Cluster4 Cluster5 

3 
4 
5 

95 
87 
55 

220 
53 
40 

30 
27 
12 

- 
190 
64 

- 
- 

174 

 
V. FINDING OPTIMAL NUMBER OF CLUSTERS 

 
Results evaluation clearly suggests that finding optimal 
number of clusters greatly influences the performance of 
clustering algorithms. There are numerous methods which 
have been developed to accomplish this task but very few 
methods have actually showed considerable results. In this 
section we have suggested some of the efficient methods for 
finding optimal number of clusters: 
 
A. Gap Statistics 
Gap statistics technique uses the output of any clustering 
algorithm, comparing the change in within-cluster 
dispersion with that expected under an appropriate reference 
null distribution. Simulation study shows that the gap 
statistics usually outperforms other methods that have been 
proposed in the literature. Simulation results reported by 
[10] indicated that the gap method is a potentially powerful 
approach in estimating the number of clusters for a data set. 
However, recent studies have shown that there are situations 
where the gap method may perform poorly. For example, 
when the data contain clusters which consist of objects from 
well separated exponential populations. Gap statistics works 
as follows: 
For each i form 1 up to maximum number of clusters, 
1) Run a K-means algorithm on the original dataset to find 

i clusters, and sum the distance of all points from their 
cluster mean. Call this sum the dispersion. 

2) Generate a set of reference data sets (of the same size as 
the original).one simple way of generating a reference 
dataset is to sample uniformly from the original 
dataset‘s bounding rectangle; a more sophisticated 
approach is to take into account the original dataset’s 
principal components. 

3) Calculate the dispersion of each of these reference 
datasets, and take their mean. 

4) Define the ith gap by: log (mean dispersion of reference 
datasets) - log (dispersion of original dataset). 

5) Once we have calculated all the gaps, we can add 
confidence intervals as well and then we can select the 
number of clusters to be the one that gives the 
maximum gap, by using the formula. 
Smallest K such that: 

GAP(K)≥ GAP(K+1)-  

 
Fig. 1. Gap Statistics Method 
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B. Prediction strength method 
Prediction strength method takes a more machine learning 
viewpoint, since it’s formulated as a supervised learning 
problem validated against a test set [11]. It works as follows: 
To calculate prediction strength, for each i from 1 up to 
some maximum number of clusters: 
1) Divide the dataset into two groups, a training set and a 

test set. 
2) Run a K-means algorithm on each set to find i cluster. 
3) For each test cluster, count the proportion of pairs of 

points in that cluster that would remain in the same 
cluster, if each were assigned to its closest training 
cluster mean. 

4) The minimum over these proportions is the prediction 
strength for i clusters. 

5) Once we have calculated the prediction strength for 
each number of clusters, we select the number of 
clusters to be the maximum I such that the prediction 
strength for i is greater than some threshold. 

 

 
Fig. 2. Prediction Strength Method 

 
C. Silhouette statistics 
Silhouette refers to a method of interpretation and validation 
of clusters data [12]. The technique provides a succinct 
graphical representation of how well each object lies within 
its cluster. 
   
For each pattern in class  
 

 
a (i)=average distance to all other patterns in   
b (i) =average distance to all other patterns in other clusters 

 
S(i)=1- a(i)/b(i),  if a(i) <b(i) 

 
If a(i)=b(i) 

 
b(i)/a(i)-1, if a(i)>b(i) 

 
From the above definition: 

-1≤s(i)≤ 
 
Sil=1: good assignment 
Sil=-1: wrong assignment 
Sil=0: don’t know 

 
Mean (sil) reflects the within-cluster compactness and 
between-cluster separation of the resulting clusters. The best 
K maximizes means (sil).  
 

 
Fig. 3. Silhouette Method 

Apart from these there are several other techniques for 
finding optimal number of clusters e.g.: Jump method, 
Calinski and Harabasz method, Hartigan method, 
Krzanowski and Lai method etc. After evaluation of the 
performance of all of these methods we have following 
statistics: 

 

 
Fig. 4.  Evaluation Of all Methods 

 
 

VI. CONCLUSION 
 

The performance of most of the clustering algorithms 
greatly depends on initial cluster centers and optimal 
number of cluster selection. Selection of appropriate value 
of K and cluster center objects is a challenging issue. Lot of 
research has been already done on it and much more is yet 
to be done. The proposed techniques can help in choosing 
better values of K which in turn results in better clustering. 
In this paper we have tried to critically analyze all the 
technique. Results suggest that performance of a method 
may depend on both the clustering algorithm and the given 
data set. From this analysis Gap statistic method and 
silhouette method performed well for almost all types of 
data. However none of the studied methods performed well 
for all the data and the entire clustering algorithm. 
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