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Abstract: Information retrieval technologies behind web search engines in the field of computer science were bought up in the year of 1950s. It 
is a process of retrieving the relevant documents based on the queries raised by the user. It deals with the representation, storage and access of 
information items. In this system, the generated outputs are ranked according to their relevance. The information retrieval (IR) uses data models 
that make a retrieval process easier when compared to the traditional IR database model. In this work, we analyse the most popular information 
retrieval models such as boolean, vector space, probabilistic and latent semantic analysis and evaluate the performance of the models by using 
the underlying parameters like concept, representation, word occurrence, information type, output, pros and cons of the models. This study aims 
to determine the appropriate model for different situations and additionally describes the indexing methods for decrementing search space and 
different probing (searching) techniques to retrieve the information. 
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I INTRODUCTION 

 
Information retrieval is generally designed to help the 

users to quickly get the relevant information on the web.  It is 
considered as a subfield of computer science that deals with 
the representation, storage and access of information [8]. The 
web search engine is a kind of website which is used to 
retrieve the information from the World Wide Web. The 
search engine consists of multimedia information and 
information retrieval system is the way to retrieve this 
information. In this study, the notion on information retrieval 
system is been explored, as information retrieval (IR) system 
is a software program that stores, manages information from 
the documents and assists users in finding the information 
they needed. It doesn’t explicitly return the information rather 
the system informs the existence and location of documents 
that might contain the desired information. This suggested 
information will satisfy the user’s information needed. This 
desired document is called as relevant document. A perfect 
retrieval system will retrieve only the relevant document but a 
perfect retrieval system will not exists because retrieving the 
relevant information will based on different users and their 
relevance also based on their subjective opinion[5]. 

The main goal of information retrieval is to “find the 
relevant information or document that satisfies the user’s 
information need”. To satisfy the user’s query the IR system 
implement the processes as follows: Indexing process 
(represent the documents in summarized content form), 
filtering process (filters the stop words) and searching process 
(there are various techniques to retrieve matching information 
of user’s need) Likewise, the quality of information retrieval is 
measured by:  
 Precision (positive predictive value) is the number of 
relevant documents retrieved is divided by the total number of 
documents retrieved. 
  Precision = [{relevantdocuments }∩{retrieveddocuments }]

[{retrieved  documents }]
 

Recall (sensitivity) is the number of relevant documents 
retrieved is divided by the total number of documents [2]. 

Recall= [{relevantdocuments }∩{retrieveddocuments }]
[{relevant  documents }]

 
The two key problems exist in the process of IR systems: 

first, it fetches some irrelevant information together with the 
relevant one. Second, search engines are not capable to 
perform the retrieval of all relevant documents [7].  

In this paper, different retrieval models are explained to 
help the users to retrieve the information as per the user’s 
opinion. The structure of this paper is as follows. Section I 
gives the perception on information retrieval along with their 
quality measures. Section II describes the information retrieval 
models. Section III shows the comparative analysis of these 
models and section IV explains the indexing techniques. 
Section v discusses the searching techniques. In section VI the 
related works were discussed and ended with the conclusion in 
last section. 
 
II IR MODELS 

 
To make information retrieval efficient, the documents are 

transformed into a suitable representation. Now such type of 
information is retrieved efficiently with the help of IR models. 
The models are categorized according the properties of model 
as: set-theory model and statistical model. The set-theory 
model represents documents as sets of words or phrase. 
Similarities are usually derived from set theoretic operations 
on those sets [15]. Boolean model is said as set theory model. 
Likewise the vector space and probabilistic model is said as 
statistical model which use the statistical information in the 
form of term frequencies. And all these three models are said 
as traditional models. There are three basic processes an 
information retrieval system supports: the representation of 
the content of the documents (indexing process), the 
representation of the user's information need (query 
formulation process) and the comparison of two 
representations (matching process). [1] 

Figure 1, shows the process of information retrieval and 
the squared boxes represent the data and circled boxes 
represent the process. In the case of IR, a retrieval model 
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specifies the representations used for documents and 
information needs, and how they are compared. The 
descriptions of these models are given below. 
 

 
 

Figure1. Information retrieval process 
 

A. Boolean model 
The Boolean model of information retrieval is a classical 

first model and said as an exact-matching model (query 
specifies precise retrieval criteria every document either 
matches or fails to match query). It is based on set theory 
(studying on collection of sets) and Boolean algebra (true or 
false). In this the documents to be searched and user’s queries 
are represented in the form of set of terms, each is viewed as 
Boolean variable and valued as true it is present in the 
document. In Boolean model, documents are associated with a 
set of keywords and for query formulation operators like 
AND, OR, NOT are used [6]. The search engine returns all 
documents that satisfy the Boolean expression. And it cannot 
rank documents in decreasing order of relevance. The retrieval 
function of this model treats a document as either relevant or 
irrelevant. 
 
B. Vector space model 

It is a simple model based on linear algebra. The vector 
space model represents documents and queries as vectors in 
multidimensional space, whose dimensions are the terms used 
to build an index to represent the documents. The procedure of 
this model is divided into three stages: Document indexing 
(content bearing terms are extracted from the document text), 
weighting the indexed terms (enhancing the retrieval of 
documents is relevant to user) and ranking the documents (by 
similarity measure).A common similarity measure is known as 
cosine measure determines angle between the document vector 
and the query vector [7]. When the user requests for some 
information, the output are generated based on the similarity 
between the query vector and the document vector. The user 
query is treated as vector [17]. 

sim (dj, q) = dj .q
‖dj‖‖q‖

 = 
∑ wi,jwi ,q

N
i=1

�∑ wi,j
2 �∑ wi,q

2N
i=1

N
i=1

 

 Documents and vectors are represented in vectors 
dj= (w1,j , w2,j , .....,wt,j ) 

q =(w1,q , w2,q , .....,wt,q) 

 

C. Probabilistic model 

Vector space model introduces the term weight scheme 
known as if-idf weighting. These weights have a term 
frequency(tf)  factor measuring the frequency of occurrence of 
the terms in the document or query texts and an inverse 
document frequency(idf) factor measuring the inverse of the 
number of documents that contain a query or document 
term[9]. 
 

This model is introduced in 1976 by Robertson and 
Sparck Jones, which later became known as the binary 
independent retrieval (BIR) model. The probabilistic 
retrieval 

D. Latent Semantic Indexing model  

model is based on the Probability Ranking Principle, 
which states that an information retrieval system is supposed 
to rank the documents based on their probability of relevance 
to the query. Documents and queries are represented by binary 
vectors ~d and ~q, each vector element indicating whether a 
document attribute or term occurs in the document or query or 
not. Instead of probabilities, the probabilistic model uses odds 
O(R), where O(R) = P(R)/1 −P(R), R means ‟document is 
relevant” and ¯R means ‟document is not relevant”. [9] 
 

Latent Semantic Indexing (LSI) is an extension of vector 
space model that indexes and uses mathematical technique 
called singular value decomposition (SVD), which identifies 
the pattern in an unstructured collection of text and finds 
relationship between them. A method to improve the quality 
of similarity search in text is called LSI in which the data is 
transformed into a new concept space. This depends upon the 
document collection in question, since different collections 
would have different sets of concepts. LSI is a technique 
which tries to capture this hidden structure using techniques 
from linear algebra [16]. The contents of a webpage are 
crawled by a search engine and the most common words and 
phrases are collated and identified as the keywords for the 
page. This model is used to overcome the problem of finding 
the relevant documents from the search words by mapping 
both words and documents into a “concept” space and doing 
the comparison in this space. It uses a mathematical technique 
called singular value decomposition (SVD) to identify patterns 
in the relationships between the terms and concepts contained 
in an unstructured collection of text [17]. 

To perform the latent semantic indexing, the following 
steps are performed: first, convert each document in 
index into a vector of word occurrences. Second, scale each 
vector so that every term reflects the frequency of its 
occurrence. Next, combine these column vectors into a large 
term-document matrix. Rows represent terms, columns 
represent documents. Perform SVD on term-document matrix. 
According to (Deerwester et al) three major advantages of 
using the LSI representation are: synonymy (same underlying 
concept can be described using different terms), polysemy 
(represents words that have more than one meaning. Large 
numbers of polysemous words in the query can reduce the 
precision of a search significantly) and term dependence 
(represents first-order approximation) [10]. The disadvantages 
are: storage, lack of efficiency [11] and output are in slow rate 
while using collaboration with large documents [14].  
 

Information needed Documents 

 

Query 
formulation 

 

Indexing 

Query Indexed documents 

Matching 

 

Retrieved documents Feedback 
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III. COMPARATIVE ANALYSIS OF IR MODELS 

The Table 1 shows the comparative analysis of information retrieval models.
 

Table I.  Comparison of Information Model

IR models(IR 
mod)/ 

attributes(A) 

Boolean  (IR mod) Vector space (IR mod) Probabilistic(IR 
mod)  

Latent semantic 
indexing(IR mod) 

Concept(A) Based on set theory 
and Boolean 
algebra 

Based on the concept of 
vectors 

Based on probability 
ranking principle 

It is an extension of 
vector space model 

Representation(A) 
 

Documents are 
represented by the 
index terms 
extracted from 
documents, and 
queries are Boolean 
expressions on 
terms.  

Represented in the form 
of weighted-term 
vectors. Cosine measure 
is used to find the 
similarities 

Documents and 
queries are 
represented in binary 
vectors 

Documents are 
represented in the 
form of term-
document matrix. 

Information 
type(A) 

 

Does not consider 
semantic 
information 

It consider semantic 
information 

Considers the 
semantic information 

Considers the 
semantic 
information 

Word 
occurrence(A) 

Number of 
occurrence are not 
mentioned 

Tells about the number 
of occurrence 

Occurrence based on 
the probability 
relevance 

Based on term-
document matrix 

Output(A) Exact match of the 
output to the query 

Best match of the query It gives best match of 
output 

Best match of the 
query 

Advantages(A) Easy to implement Simple model, weights 
are not in binary 

Theoretical adequacy: 
ranks by probabilities 

Synonymy and 
polysemy 

Disadvantages(A) Does not rank 
documents, 
retrieves too many 
or too few 

Suffers from synonymy 
and polysemy. It 
theoretically assumes 
that terms are 
statistically independent 

Binary weights, ignore 
frequencies and 
independence 
assumption 

Not clear about 
similarity between 
words 

 
IV. INDEXED TECHNIQUES 
 

There are common indexing techniques in information 
retrieval process like signature files and inverted indices.
  
A. Signature file 

In signature file indexing technique each document return 
a bit of string, (that is, signature) using hashing method on its 
text and superimposed coding. The final output of document 
signatures is stored in a separate file and this file is called as 
signature file. The signature file is much smaller than the 
original file, and it can provide high search rate. 
 
B. Inverted index 

Each document can be represented by a list of some 
reference words called keywords which explains the contents 
of the document for retrieval purpose. Fast retrieval can be 
obtained if we invert on those keywords. All the reference 
words are stored alphabetically in a file called index file. For 
each keyword there is a list of pointers to the characterize 
documents in the postings file. This method is mostly used by 
all the commercial systems. 

 
V. SEARCHING TECHNIQUES 
 

There are different searching techniques, including linear 
search, brute force search and binary search and these 
searching techniques are describe as follows: 
 
A. Linear search technique 

This search technique is a simplest search algorithm. It is 
a basic technique of finding a particular word or keyword 
from a list of words or array that checks presence of every 
element in list, one at a time and in a sequence. One major 
disadvantage of linear search is its searching speed is very 
poor or slow especially in case of ordered list. This type of 
search is also called as sequential search. 
 
B. Brute force search technique 

It is a very common problem-solving technique that 
consists of consistently itemizes all possible participants for 
the solution and determines whether each participant satisfies 
the problem’s statement. This searching technique is simple to 
apply and it will always return a solution if it exist. 
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C. Binary search technique 

It finds the position of a particular input value (that is, the 
search key) within an array sorted by some key value. For this 
technique, the given array should be arranged in some order 
that is, ascending or descending. In each step, this algorithm 
examines the search key value of middle element key value of 
the given sorted array. If the value of both keys matched, then 
a matching item has been found and its index or position is 
returned. Differently, if the search key value is less/greater 
than the middle element's key value, then the method repeats 
its steps on the sub-array to the left/right of the middle 
element. If the leftover array to be searched and it is found 
empty, then the search key cannot be found in this empty array 
and a particular bit of string is indicated as “Not Found” is 
returned. [12] 
 
VI. RELATED WORKS 
 

R. John and b. Killoran states that the information retrieval 
process represents the information in the form of query. The 
query is stated as formal statements. Several researches have 
been done on the information retrieval models [3]. In earlier 
the researches shown that Boolean model is the simplest of the 
entire model for retrieving the information which represents in 
the form of Boolean operators it is easy to implement.  

Suresh Kumar, Manjeet Singh and Asok De classify the 
information retrieval models into exact-match retrieval and 
best – match retrieval. In Exact-match retrieval model, exact 
keyword matching is carried out. This is suffering from the 
problem of synonymy and polysemy. Best-Match retrieval 
model is designed to overcome these problems [13]. 

Vaibhav Kant Singh, Vinay Kumar Singh explained that 
vector space model is easy to understand, cheaper to 
implement considering to the fact that the system should be 
cost effective i.e. should follow the Space/Time constraint and 
shows the best result to the query [4].  

Ashwini Deshmukh and Gayatri Hedge discussed the latent 
semantic indexing which uses the indexing technique reveals 
that it is very effective method of retrieving information from 
even a large amount of documents [16][15]. 

 
VII. CONCLUSION 

On the focus towards to retrieve desired result for 
information the IR models are used efficiently. On the other 
hand, all retrieval models are based on different concepts and 
assumptions. The evaluation of the models based on 
parameters encloses that in case of implementing the simple 
queries; boolean model is the simplest model. The vector 
space also used to generate the queries for small documents 
only. The latent semantic analysis represents the documents 
that are somewhat economical and it tries to overcome 
problem of lexical matching by conceptual matching and it is 
a very effective method of retrieving information from even 
for large documents. There is a variation of latent semantic 
indexing model is called as latent dirichlet allocation model 
which is a probabilistic model for finding latent semantic 
topics in large collection of documents. 
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