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Abstract—Though  neural  networks  have capability  in solving complicated   problems,   their   deficiency  of  being   ‘black   box 
models’  has  prevented   them   from   being  acknowledged   as  a typical  practice  for  applications  such  as real-time 
applications, restorative medical and business for predictions. Enhanced fuzzy min max neural  network  (EFMN) has a number 
of enhancements to the original fuzzy min max neural  network  (FMN). Hence it is more accurate  than original FMN and other 
related classification algorithms. Like other  artificial  neural  networks  (ANNs), EFMN is also like a black box and  the 
knowledge is expressed  in terms of min-max  values of the hyperboxes  and associated  class labels. So the  justification  of 
classification  results given  by  EFMN  is required to  be  obtained  to  make  it  more  adaptive  to  the  real world applications. 
This paper  proposes a model to extract classification  rules  in  the  form  of if then  from  trained  EFMN using partial decision 
trees (PART) algorithm.  These rules justify the  classification  decision  given  by  EFMN  without  loss of the accuracy.  For this, 
EFMN is trained for the appropriate value of θ. The min-max values of all the hyperboxes  and their  respective class labels are 
given as input  to PART algorithm which extracts rules  by  repeatedly generating   partial decision  trees from  the input   
instances.   These  rules  are  readable  and  represents  the trained network.  These  rules  give accurate   justification  of the 
classification decision. The applicability  of the proposed  method is tested  on widely used Fisher’s  Iris  dataset. 

Index  Terms—Rule  extraction,   fuzzy  min  max  neural   net- work(s)  and  partial decision trees 
 
I INTRODUCTION 

L. A. Zadeh has proposed fuzzy sets in [11]. By definition of 
crisp classic sets, an element is either its member or not. On the 
other hand, fuzzy sets allow a member to be partially in the set as 
their boundaries are vague and ambiguous. Hence they are more 
compatible for genuine real-world systems. Hence many machine 
learning and pattern recognition problems use them as solution. 
The concept of ANN has been inspired by biological neural 
networks. ANN consists of large number of processing units 
called nodes or neurons. They are capable of  doing  parallel  
processing.  Nodes  are  interconnected by connecting links and 
each of the connection links has weight which is modifiable. 
ANNs learn from the inputs provided [2]. Neurofuzzy 
frameworks are made by consolidating fuzzy logic and ANNs. 
Computational efficiency of ANNs and complex class 
boundaries representation capability of fuzzy logic make FMN 
an uncommon type of a neurofuzzy framework. The 
efficiency of neurofuzzy systems is high as compared to the 
other machine learning techniques. FMN network involves a 
dynamic network structure. It can learn new patterns online. 
Hence as like ANNs, it does not need retraining. As per [9] there 
are several notable properties associated with FMN learn- ing, 
which are as follows: online adaptation that is incremental 
learning, class boundary can be nonlinearly separable, mini- 
mum misclassification by separation of overlapping classes, 
short training time, capability of soft and hard decisions, 
mechanism for verification and validation of performance and 

number of configuration constant parameters should be as few 
as possible. 

In spite of the notable properties of FMN, there are cer- 
tain shortcomings pertaining to the FMN learning algorithm. 
Specifically, the  present  hyperbox  expansion  criterion  can 
affect  FMN  adversely. It  can  lead  to  overlapping between 
different hyperboxes of different classes, which could be 
avoided. Other than that, the present hyperbox overlap check 
rule cannot find all  of  the  overlapping regions, and  hence 
the contraction step is not performed for those overlapping 
hyperboxes. In order to overcome the mentioned shortcomings 
of FMN, [6] proposed three heuristic rules. 

The drawback of all the FMNs is that they need to have 
explanation capability. The justification of the classification 
results given by EFMN is not readily available. Hence they are 
considered as black boxes[1]. So for safety critical prognostic 
and diagnostic tasks, domain specialists many times hesitate 
to utilize these models as solution [7]. It encourages the need 
of classification rules extraction from EFMN that provides the 
explanation of the classification prediction. [5] and [8] are 
methods for rule extraction that extracts fuzzy rules in form 
of if then from trained FMNs. In order to reduce the number of 
rule, for each of the fuzzy set hyperbox, a confidence factor is 
calculated and a threshold value which is user defined is used 
to remove the hyperboxes which has low confidence factors 
and then rules are extracted from the model. [7] proposed a 
two-stage system. Modified FMN based pattern classification 
is the first stage and genetic algorithm based rule extraction 
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is the second stage. They have extracted fuzzy if-then rules from 
the modified FMN classification model. The rules are optimized 
using genetic algorithm with don’t care approach.  

In this paper, EFMN is used to train input patterns with 
different values of θ and for each value of θ classification 
accuracy is checked. The knowledge acquired in the EFMN, for 
highest classification accuracy value of θ, is used as input to 
PART algorithm. PART constructs partial decision tree in order to 
extract rule. Such extracted rules clarify the classification 
prediction of EFMN for input test data. The proposed model is 
able to extract high quality rules which measured in terms rule 
accuracy, rule fidelity, rule consistency, rule comprehensibility as 
described in [10]. 

The paper is organized as follows. In section II, subsection A 
presents description of FMN, subsection B gives details of 
EFMN and subsection C describes rule extraction using PART 
algorithm. Section III describes the proposed approach. 
Experimental setup and results are given in Section IV. Finally, 
conclusion and future directions are presented in Section V. 
 
II. BACKGROUND 
 
A. Fuzzy min-max neural network 
 

FMN is a machine learning technique that was introduced in  
1992  by  Simpsons[9]. This  method  uses  hyperboxes to 
represent patterns in the pattern space. A hyperbox is rep- 
resented using min and max points. Each hyperbox belongs to a 
class. The membership functions of the fuzzy set hyperbox 
measure the degree to which the input pattern falls outside of 
the hyperbox. For the pattern which falls on or inside the 
hyperbox, its membership value is one. The learning algorithm of 
FMN allows for overlapping of hyperboxes of the same class. 
But if overlap occurs between hyperboxes of different classes 
then it is eliminated. These hyperboxes are created and 
adjusted (if overlap occurs) during training phase. In the testing 
phase, the testing samples are presented one by one as input 
to all the hyperboxes and each hyperbox calculates its 
membership value which is used to predict a class value. In 
this method, θ parameter gives the bound on maximum 
expandable size of hyperboxes whose range is 0 ≤ θ ≤ 1. Upon 
the arrival of the input sample, it is checked to find out whether 
there is a hyperbox that belongs to the same class as that of the 
input pattern and whether this pattern falls inside it. If such 
hyperbox is found, then no further processing is required for the 
current input sample and training algorithm resumes with the 
next input sample. If such hyperbox do not exist then the below 
given three steps are executed. 

1)  Hyperbox expansion: In  this  step,  when  a  sample is 
presented, a hyperbox belonging to same class as that of  the  
input  pattern  is  found  and  it  is  checked  for being capable of 
expansion to cover the present sample, provided expansion 
constraint is not violated. If no such hyperbox is found, a new 
hyperbox is created with min and max points equal to the 
corresponding points of the input sample. 

2)  Overlap test: In this step, the overlapping area of the hy- perbox 
which was expanded in previous step is checked against all 
hyperboxes that have class labels other than the class label of 

the current pattern. To determine if this  expansion has  
created  any  overlap,  a  dimension by dimension comparison 
of the two hyperboxes is performed. To remove the overlap, 
the dimension which has the minimum overlap is selected for 
contraction. 

3)  Contraction:  If  there  is  no  overlapping  between  the two  
hyperboxes, this  step  remains unexecuted either; otherwise, 
the hyperboxes involved in the overlap are contracted 
appropriately. 
 
B. Enhanced fuzzy min-max neural network 
 

In [6] many modifications to the learning steps of FMN are 
suggested. As result of these modifications proposed in EFMN, 
classification performance is improved. These proposed mod- 
ifications are as follows: 

1)  Hyperbox expansion rule: The present expansion crite- rion of 
FMN can cause overlapping among the hyper- boxes of 
different classes. The new constraint proposed avoids such 
expansions. Specifically, it checks each dimension separately 
whether it exceeds θ. If yes, then the expansion is not 
performed. 

2)  Hyperbox overlap test rule: The overlap test cases pre- sented 
in FMN are insufficient to identify all overlap- ping cases. To 
tackle this problem, additional cases are introduced to detect 
other possible overlapping areas. 

3)  Hyperbox contraction rule: Appropriate contraction cri- terion 
is given in EFMN for each of the overlapping cases which 
ensures minimum disturbance to the hyper- boxes involved in 
the overlap. 
 
C. Rule Extraction using Partial  Decision Trees 
 

The rule extraction methods can be assembled in three 
categories based on the level of details of the fundamental 
ANN: pedagogical, decompositional and eclectic[10]. The 
pedagogical group of rule extraction methods is of the highest 
granularity which treats the ANN as a black box and gives 
relationships between the inputs and the outputs globally. 
Decompositional methods looks at the ANN at its smallest 
level of detail that is, each hyperbox and each output unit 
is  analyzed  and  rules  are  extracted  from  these  units.  The 
parts of rules are then summed to present global relationships 
between inputs and outputs. But using these two groups, all 
rule extraction techniques cannot be mapped properly. There- 
fore a new type ‘eclectic’ was added to handle particularly 
hybrid techniques which inspect the individual units of ANN 
and extracts global rules for classification. The goal of the 
classification model  presented  by  us  is  to  use  the  trained 
EFMN and extract eclectic type if then rules. For this, the 
knowledge acquired in the EFMN is used as input to PART 
tree and the global rules giving the relationships between input 
attribute and output class information of the EFMN network 
are extracted. 

Rule extraction for classification usually has two stages. 
Firstly, rules are induced. In second stage, they are refined 
using a complex global optimization method. This is normally 
accomplished in one of the following two ways:  
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• By generating a decision tree and then mapping the decision 
tree to a rule set or refining the rule set based on its 
boundaries of the coverage achieved by each rule, 
•  By employing the divide-and-conquer technique. 

As with decision trees this method usually involves a rule 
optimization step. Frank and Witten in [4] have proposed an 
algorithm called PART which combined these two approaches in  
attempt to  solve  the  problems that  can  arise  with  both these 
techniques. This algorithm employs divide and conquer 
technique, it constructs a rule and remove its cover. This is 
performed continuously till all the input samples are covered. 
The rule formation step is different as compared to standard 
divide-and-conquer methods as the PART algorithm constructs a 
partial pruned decision tree for a subset of input samples and the 
leaf of the tree with largest coverage is translated into a rule 
and then the tree is removed. The overpruning problem is 
avoided using pruned decision tree. 
 
III. PROPOSED APPROACH FOR RULE 
EXTRACTION 

EFMN network indeed gives improved results as compared to 
FMN because of the improvements in terms of its expansion 
criterion and addition of unrecognized overlap and contraction 
cases. It’s significant drawback that it is a ‘black box model’. 
Hence domain specialists do not tend to use it as solution for 
safety critical tasks. It encourages the need of framework for rule 
extraction from EFMN that gives the justification of the results. 
These ‘black box models’ can be converted into a 
‘white box’ by translating their internal knowledge into a set of 
comprehensible and meaningful rules [7]. 

In proposed approach, we have considered trained EFMN. Min 
max values of the hyperboxes and their respective class values 
are used as input to the PART algorithm. PART uses separate and 
conquer technique, to build the rule using input instances. The 
output is a pruned ruleset in the form of If then. The experimental 
setup is discussed in the next section. 
 
IV. EXPERIM ENTAL SETUP AND RESULT 
DISCUSSIONS 

The data set selected for experiments is the Fisher iris data [3]. 
This data set is selected because it contains a good mix of 
patterns that are linearly and non-linearly separable and this is 
perhaps the best known database to be found in the pattern 
recognition literature and is referenced frequently to this day. 
Hence  the  tremendous number  of  results  available from  a 
wide range of classification techniques which can provide a 
measure of relative performance. The iris data consisted of 150 
four-dimensional feature vectors that represent plant attributes, 
namely sepal length, sepal width, petal length and petal width (all 
in cm), which separates them in three separate classes (Iris 
Setosa, Iris Versicolour and Iris Virginica), 50 instances of each 
class. Following two experiments are conducted. First, observes 
the effectiveness of EFMN over FMN and second compares the 
rules extracted from FMN and EFMN. 
 
A. Effectiveness of EFMN over FMN 

In this experiment, θ is varied from 0 to 1 in the step of 
0.1. For each value of θ, FMN and EFMN are executed for 
randomized input data. Such 10 runs are performed. Table 
I shows minimum percentage accuracy (Min PA), maximum 
percentage accuracy (Max PA) and average percentage ac- 
curacy (Avg PA) for each value of θ for FMN and EFMN. 
100% Iris input data set is considered for training and testing. 
Table II gives the number of hyperboxes created in the middle 
layer of FMN and EFMN for each value of θ. The maximum, 
minimum and average number of hyperboxes are calculated 
from 10 random runs of the input data. 
 
 
 
 
 
 
TABLE I: TABLE SHOWING MINIMUM, MAXIMUM 
AND AVERAGE PERCENTAGE ACCURACY FOR IRIS 
DATA SET 
 

Algorithm FMN EFMN

Theta 
Min
PA 

Max
PA 

Avg 
PA 

Min 
PA 

Max
PA 

Avg
PA 

0 100 100 100 100 100 100
0.1 94 99.33 97.8 95.33 99.33 97.73
0.2 88 91.33 89.47 90.67 98 95.47
0.3 88 93.33 90.73 88 95.33 91.13
0.4 87.33 94.67 89.53 87.33 92 90
0.5 88.67 94 90.47 87.33 95.33 89.27
0.6 87.33 92.67 89.4 86 96.67 90.67
0.7 86.67 94.67 90.13 87.33 93.33 89.2
0.8 87.33 94.67 90.27 88.67 93.33 90.6
0.9 88 93.33 90 85.33 96 90.93
1 87.33 94.66 89.6 87.33 92.67 88.93

 
TABLE II: TABLE SHOWING MINIMUM, MAXIMUM 
AND AVERAGE PERCENTAGE HYPERBOXES FOR 
IRIS DATA SET 
 
 

Algorithm FMN EFMN

Theta 
Min #
HBs 

Max
# HBs 

Avg # 
HBs 

Min #
HBs 

Max
# HBs 

Avg #
HBs 

0 147 147 147 147 147 147
0.1 16 43 27.9 26 38 32.3
0.2 3 4 3.6 6 15 9.8
0.3 3 3 3 4 4 4
0.4 3 3 3 3 3 3
0.5 3 3 3 3 3 3
0.6 3 3 3 3 3 3
0.7 3 3 3 3 3 3
0.8 3 3 3 3 3 3
0.9 3 3 3 3 3 3
1 3 3 3 3 3 3

 
 
B. Rule generation 

The rule generation part is carried out by using PART 
algorithm. Min max values of hyperboxes and respective class 
labels of the trained FMN and EFMN are passed to PART 
algorithm and pruned rule sets are generated. The θ value used 
was 0.1. The rules generated for FMN and EFMN are shown 
in Table III and IV respectively. Table V gives the comparison 
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of the results of the two algorithms when Iris dataset is tested 
against the generated rules, which clearly proves that EFMN is 
effective than FMN. 
 
V.  CONCLUSION AND FUTURE WORK 
 
We have presented the PART based rule extraction method from 
trained EFMN in this paper. As per the results, EFMN network is 
more accurate as compared to FMN. Rule learning algorithm has 
generally two stages, initially rules are induced and later, in the 
second stage, they are optimized using com- plex global 
optimization procedures. PART algorithm uses di- vide and 
conquer technique. It constructs a rule and eliminates its cover, it 
is repeated until all input instances are covered. PART generates 
minimal decision tree. The rule optimization step, which is 
computationally expensive is eliminated in PART.  We  have  
trained  EFMN  for  appropriate  values  of θ. Then the  
knowledge acquired in  the  EFMN network is passed to PART 
algorithm. The generated rules are smaller in number, readable, 
easy to understand. Hence the drawback of EFMN based model 
being ‘black box models’ can be removed.  FEMN  network  is  
capable  of  learning  in  single pass through the input data. This 
capability combined with PART based rule extraction makes this 
model to be used in sensitive applications as the induced rules 
can be used for the justification of the prediction given by 
EFMN. As part of  future work, for more accurate results, the 
membership function used in EFMN can be modified such that it 
gives gradually decreasing membership value for an input 
sample as its distance from hyperbox increases. Also the EFMN 
algorithm works with continuous attributes only. Hence it can be 
modified to work with discrete attributes too. 
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