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Abstract: In this paper a vision based hand gesture recognition system is developed. Here the computer perceives the human gestures and 
responds in a pre-defined way. It uses the Kinect sensor built on a software technology developed internally by a subsidiary of Microsoft Games 
Studios owned by Microsoft. The proposed algorithm consists of a sequence of steps which are further divided into sub-steps, each of which is 
performed using different algorithms. The major steps include preprocessing, hand segmentation and feature extraction. In this work the 
segmentation of the hand from the rest of the image is carried out. Also elimination of the background noise, calculation of centroid of the hand, 
identifying the gesture and matching it to the stored templates is simulated. To capture the images concepts like contours, convex hull and 
convexity defects are applied. The paper provides a prototype on how different gestures of the hand can help interact with the computer interface 
easily. 
Keywords: Contours; Hand Gesture; Image Processing; Kinect sensor; Preprocessing;  
 

I. INTRODUCTION  

In our everyday life, we use a number of hand gestures for 
communication. They are considered the most natural yet 
innovative means of communication. Gestures are the simplest 
means of conveying something meaningful. Technological 
advancements in any existing equipments are gauged by the 
parameters of customer comfort and convenience. In most of 
our systems the input devices are a mouse or keyboard. From 
past three decades we are using the same techniques for 
communicating with the computer. Understanding and 
decoding hand gestures as input allows the computers to be 
more accessible for the physically-impaired and makes 
interaction more natural in a gaming or 3D virtual 
reality environment. The earlier techniques of gesture 
recognition were done using instrumented gloves, optical 
markers and many more. These techniques have both 
advantages and disadvantages attached to them.  

 The instrumented gloves which were used to track the 
location of the hand and finger tips was a very important part 
of the gesture recognition process as it helped to detect the 
palm and segment it from the rest of the hand. The gloves 
contained number of sensors in it, which gave the information 
about hand location, orientation and finger tips. These gloves 
had high accuracy but were very expensive and needed wired 
connection. An optical marker was another important tool 
which works with infrared light. Working with the optical 
markers was a very complicated process and the system would 
require complex configuration. 

 The “air gesture” system on Samsung Galaxy S4 drains 
the battery when run continuously [1]. Similarly, wire-fewer 
approaches [2, 3] consume significant power and 
computational resources that limit their applicability to 

plugged-in devices such as Wi-Fi routers. This is due to two 
main reasons: 

First, existing approaches need power-hungry sensing 
hardware. Cameras drain the battery. 

Second, they require rich signal processing capabilities — 
computing optical flows, FFTs, frequency-time doppler 
profiles etc. which is computationally expensive and 
performing these operations while maintaining fast response 
times consumes power. 

The growing interest in using human gestures as a means 
of interaction with computing device has led to the success of 
Xbox Kinect which can be used for the development of novel 
gesture-recognition approaches including those based on 
infrared [4], electric-field sensing [5], and more recently, 
wireless signals (e.g., Wi-Fi) [3]. We introduce , a novel 
gesture-recognition system which has the capability to enable 
a number of interactive applications for Internet-of-things, 
where sensor deployments enable smart homes and cities[6,7] 
and many other related applications.  

In this paper, we present an efficient and effective method 
for hand gesture recognition.  

The novelty of the proposed method is listed as follows: 
 The first novelty of the proposed method is that the 

hand gesture recognition is done by the first detecting 
the hand region through background subtraction 
method and then the finger recognition is carried out 
using suitable algorithms to add to the accuracy of the 
gesture recognition. 

  Some previous works need the users to wear data 
glove to acquire hand gesture data. However, the 
special sensors of data glove are expensive and hinder 
its wide application in real life. In our work, we have 
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Segmentation of an image primarily means to partition an 
image into specific regions. Some segmentation methods such 
as "Thresholding" achieve this goal by looking for the 
boundaries between regions but these methods have numerous 
disadvantages. Advantages of using this method over the other 
methods are: 
This method separates the regions that have the same 
properties that we define from the other regions in the image.  
 Region growing method provides the original images but 
with clearer and more defined edges. 
We only need to discover a small numbers of seed points to 
represent the property we want. We can then grow that region. 
 We can choose the multiple criteria or properties  at a time. 
 This method performs well with respect to noise. 
 

  

C. Thresholding 

 
One of the best and most widely used methods of image 

segmentation is Thresholding. This operation is a grey value 
remapping operation g which is defined by: 
 
 g(v) = 0 if v < t 1 if v >= t                                  (1) 
 
where v represents a grey value, and t is the threshold value. 
Thresholding maps a grey-valued image or a grey scale image 
that is captured by the Kinect camera  to a binary image which 
is represented in terms of 0's and 1's. After the thresholding 
operation, the image is now segmented into two parts, 
identified by the pixel values 0 and 1 respectively. In order to 
this, a threshold value needs to be identified[10]. The methods 
of threshold value selection are discussed further. 

 

D. Histogram Analysis 

 
Identifying a suitable threshold value usually involves 

histogram analysis. Different features give rise to distinct 
features in a histogram. In general the histogram peaks 
corresponding to two features will overlap. The degree of 
overlap depends on peak separation and peak width. The 
threshold we are setting is 100 or 0 and that threshold image is 
the exact image which is black and white. 
 

 
 

Figure  2. Histogram calculation image of thresholding 
 
 

E. Iterative Threshold Selection Algorithm 

 
Assume that the four corner points of the image are 

background pixels (part of segment 0), and set μ0 to the 
average grey value of these four pixels. Assume all of the 
other pixels are object pixels, and set μ1 to their average grey 
value. 

 
 Set the threshold 

  T=1/2 (μ1 + μ2)                                   (2) 
 

 Re compute μ0and μ1, the mean of the original grey values 
of the two segments. 

 Go to step 2 and iterate until the threshold value no longer 
changes (or no longer changes significantly 

 
Some of the possible variations are: 

 Pick an initial threshold value, t (say 128). 
 Calculate the mean values in the histogram below 

(m1) and above (m2) the threshold t. 
 Calculate new threshold. tnew = (m1 + m2) /2. If the 

threshold has stabilized (t = tnew), this is your 
threshold level. 

 Otherwise, t become tnew and reiterate from step 2. 
 
 

F. Region Growing 

 
 The hand tracking method done in the previous stage 

provides us with a single position of the centre of the 
hand. This point is taken as the SEED POINT. 

 The SEED POINT has a certain intensity which is 
considered as the SOURCE PIXEL. Considering this 
point as our source we use the region growing 
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technique to increase the region and hence obtain the 
entire hand. 

 Once the threshold value is calculated it is compared 
with the seed point. Now if the intensity of the seed 
point is 165(say) the next step is to check its 
immediate neighbours. 

 All the pixel values that have the same intensity or 
are within the threshold range is connected to form a 
polygon. This process continues until all its 
neighbours are 0. 

 An error rate of a few pixels needs to be set based on 
trial and error method.  
 

G. Finger Identification 

 
The finger identification in an image is carried out  

everytime the input data source changes. If  the object does not 
change from one frame to the other with probably only a slight 
transformation in the object, then all the properties of the 
current frame is mapped with the previous frame . If this is not 
the case, then the object is collected by an unmapped item 
collector.  
Identifying the fingers of the hand is a simple process. The 
first step is to identify the thumb and the index finger, as the 
distance between these two fingers is the largest. Once the 
thumb and index fingers are identified, the little finger is the 
farthest from the thumb and the middle finger is the closest to 
the index finger. The only left over finger is the ring finger. 

 

 
Figure  3(a). Hand palm point detection 

 

 
Figure  3(b). Finger border detection by polygon shape  

 

 
The palm point is defined as the center point of the palm. It 

is found by the method of distance transform. In Figure  3a, 
the detection of hand palm helps in detecting the palm of the 
hand and each finger border. This helps to detect each finger 
and take the points to form a polygon and get the boundary as 
in Fig: 3b. The palm point is of minimal radius of inner circle 
and the inner circle of the maximal radius. When the palm 
point is found, it can draw a circle with the palm point as the 
center point inside the palm. The circle is called the inner 
circle because it is included inside the palm. The radius of the 
circle gradually increases until it reaches the edge of the palm. 
That is the radius of the circle stops to increase when black 
pixels are included in the circle [11]. The circle is the inner 
circle of the maximal radius which is drawn as the circle with 
the red color in figure 3b. 

Fingertips are detected by checking the three-point 
alignment algorithm relationship. The following provides the 
Three Point Alignment Algorithm: 

 
 Let C be the set of all candidate points that are both on the 

convex hull and the hand contour. 
  For each point Po m C, take the two points PI and P2 m 

the two opposite.  
 Find the midpoint of PI and P2 and calculate the distance 

between this midpoint and 
Po. If the distance is larger than a specific value, the three 
points are not aligned, i.e., far from being collinear. Then 
this Po is identified as a fingertip. Otherwise go back to 
Step 2 and check the next candidate point. 

  After fingertips are detected, their direction vectors are 
easy to calculate by subtracting the position of the palm 
centre. 
 Pc(xc, Yc) 11 = (x - xc, y - Yc)' 
 

 The vectors are pointing from the palm centre to fingers. 
Finger names are determined according to their relative 
distances, which require the user to open palm and to 
extend fingers. The Fingertip class has a string variable 
to store the corresponding names. 

 

H. Template Matching 

 
Template matching technique is an age old technique to find 
areas of an image that  match a template image stored in the 
system. This technique has two basic components:  

1. Source image (I): The image captured by the camera 
which needs to be matched to the template. 

2. Template image (T): The patch image which is 
compared to the source image. 

 This technique aims at finding the highest matching area. The 
threshold value has already been set to 0.7 based on the 
previous technique of finding the most suitable threshold 
value. This value is the max value. The minMaxLoc function 
is used  to locate the highest value (or lower, depending on the 
type of matching method) in the R matrix. The Figure 4a,4b 
represents the process of template matching[12]. 
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used for recognition of mainly hand gestures used in the past 
and also a brief comparison of those methods with the method 
that we have used in developing this system. 
However, in order for the algorithm to work optimally, the 
following constraints have been imposed:  
1. Only one hand at a time  
2. The hand needs to be within a specific depth range (~70cm)  
3. There should be no obstacle between the camera and the 
hand  
4. The palm and forearm should be close to perpendicular 
5. The fingers should be spread apart, and pointing upward. 
 

A new method for hand gesture recognition is introduced in 
this paper. The hand region is detected from the background 
by the background subtraction method. Then, the palm and 
fingers are segmented. On the basis of the segmentation, the 
fingers in the hand image are discovered and recognized. well 
and is fit for the real-time applications. There are numerous 
potential improvements to the project as future work. 
Connection of any other software or application with our 
system’s existing hand gestures can help the user start or end 
an application with just a simple movement of the hand. 
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