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Abstract:- Image compression has become very imperative mechanism in digital image processing. The main proposal of the compression is to 
diminish the extent or superfluous data while retaining the in order in the image. The point at the back is to hoard the aptitude of memory 
mandatory to keep the image(s) or to make use of network bandwidth during well-organized approach. Transform-based compression is 
extensively worn for image compression. But transform based methods carry in blocking artifacts within the output image. The compression 
may also ending in ringing artifacts around edges. The ringing artifacts are in general further not easy to make a distinction and eradicate than 
the block transform compression artifacts. The overall target of this article is to appraise the confines in presented literature. 
 
Kewords:- Image compression, Singular value decomposition, Discrete wavelet transform 
 

I. INTRODUCTION 
 

As exercise and dependence on computers keep on to 
develop, so does our consequence of proficient ways of 
store extensive collection of data.  For example- someone 
with a website or online index that uses dozens or may be 
hundreds of imagery will most liable require employing 
some variety of image compression to store up those 
images. This is because the total sum of gap required to 
keep unmodified images could be prohibitively large in 
provisions of charge. 
Although we at this time exist in a the human race of rapidly 
mounting computing and communication capabilities, with 
the acceleration in computer attentiveness and mostly, 
multimedia, the command for computer systems and their 
applications to meet up people's needs can also be getting 
bigger. Since every bit incurs a price when being transmitted 
or stored, any tool which can be initiated into our obtainable 
systems that may trim down this expenditure is essential. 
When contemplating untreated data that could include over 
50% redundancy, it raises the issue – Why compensate for 
that redundant information?   
      
 

II. TYPES OF COMPRESSION 
 

In the case of video compression, it cause a few information 
to be gone astray; a quantity of information at a depth level 
is well intended not looked-for for an adequate reproduction 
of the scene. This sort of compression is named lossy 
compression. Audio compression on one other hand, is not 
lossy. It is named lossless compression.  
 
A.  Lossless Compression 
Lossless techniques condense data devoid of demolish or 
irregular anything during the process. When the first 
document is decompressed, it's bit-for-bit alike to the 
original. Lossless is really a term applied to image data 

compression techniques where almost no of the first data is 
lost. It is typically utilized by the photographic and print 
media, where high description images are needed and larger 
file sizes aren't a difficulty. In lossless compression 
schemes, the reconstructed image, after compression, is 
numerically identical to the first image. However lossless 
compression can only just bring about an unassuming order 
of compression. 
 
B.  Lossy Compression 
Lossy is really a word functional to data compression 
practice in which a little altitude of the first data is vanished 
during the compression process. Lossy image compression 
applications go to eradicate redundant or superfluous 
information when it comes to what the eye can observe. As 
the entire sum of data is condensed in the compressed 
image, the file dimension is less important than the 
inventive. Lossy schemes are proficient of achieving 
privileged compression. Under normal viewing 
circumstances, no observable failures are alleged (visually 
lossless). 
Lossy image data compression is idyllic for purpose to 
World Wide Web images for more rapidly transmission 
across the Internet. Image reconstructed subsequent lossy 
compressions surround deprivation in accordance with the 
original. Often this is for the reason that the compression 
designs absolutely dispose of redundant information. 
  

III. TYPICAL IMAGE CODER CONSISTS OF 
FOLLOWING COMPONENTS:- 

 
A regular lossy image compression classification which 
comprise three intimately connected components namely 
 (a) Source Encoder 
 (b) Quantizer, and 
(c) Entropy Encoder. 
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Compression is achieve by relate a linear transform to decor 
narrate the icon data, quantizing the consequential convert 
coefficients, and entropy coding the quantized standards. 
a. Source Encoder (or Linear Transformer) 
Above the time, a add up to of linear transforms have 
previously been urbanized which comprise Discrete Fourier 
Transform (DFT),Discrete Cosine Transform (DCT) , 
Discrete Wavelet Transform (DWT)and plenty more, apiece 
having its hold recompense and inconvenience. 
b. Quantizer 
A quantizer merely cut the amount of bits considered 
necessary acutely to accumulate the malformed coefficients 
by reducing the precision of these values. Since this can be a 
many-to-one mapping, it is a lossy process and is the key 
supply of compression within an encoder. Quantization 
could be act upon on each one coefficient, which is 
acknowledged as Scalar Quantization (SQ). Quantization 
can be present on a small grouping of coefficients mutually, 
and this is renowned as Vector Quantization (VQ). Together 
uniform and non uniform quantizers can be worn with 
esteem to the predicament at pass. 
c. Entropy Encoder 
An entropy encoder added compresses the quantized 
standards lossless to grant well again to taken as a intact 
compression. It runs on the model to exactly agree on the 
prospects for every quantized weight and make an parallel 
code inside on these prospect so the consequential amount 
produced code stream will be smaller compared to the input 
stream. The supreme nearly all usually old entropy encoders 
are the Huffman encoder and the arithmetic encoder, 
although for applications necessitate fast carrying out, 
effortless run-length encoding (RLE) has verified very 
effectual. 
Information is purely lay, unanticipated information. There 
is momentous data content stuck between, "It's 10:00 and 
all's well," and "Fire!" The longer memorandum is probable, 
so we don't really think much about it--hence, little 
information. The shorter note is unanticipated, and thus has 
quite high information content. One should in essence judge 
the info content of an email by the contrast in how one 
would take action if they pay attention to the note and if 
they didn't. 
Regard as a further case: if I plunge a letter from a maxim so 
you only got "hel?o", you may possibly deem that the letter 
"l" was missing. Hence, the letter "l" in this incident has tiny 
information. However, if I gave you with word "?ook", you 
may correspondingly guess "l", "b", "h", "c", and so on. In 
this crate, the letter "l" might have noteworthy information 
content. The similar figure might have unlike information 
content with respect to the circumstance. 
  

IV. VARIOUS TYPES OF REDUNDANCY 
 

Redundancy is the divergence involving the shortest mode 
you can express a portion of information (i.e., the data 
content itself) and the information used to characterize it. In 
the previous example, the very first "l" is exceedingly 
redundant while the next "l" isn't 
You will find three necessary sorts of redundancy in images: 

1. Coding Redundancy 
2. Inter pixel Redundancy 
3. Visual Redundancy 

All image compression algorithms assail further than one of 
such redundancy. 

 
V. LITERAUTRE SURVEY 

 
Kunal N. Chaudhury and Amit Singer [1] has proposed Non 
Local Euclidean better by replace the mean by the Euclidean 
median also called new denoising algorithm the Non-Local 
Euclidean Medians (NLEM). At the compassion of NLEM 
is the observation that the median is tougher to outliers than 
the mean. In exacting, we offer a simple geometric insight 
that explains why NLEM performs better than NLM in the 
vicinity of edges, particularly at large noise levels. NLEM 
can be efficiently implemented using iteratively reweighted 
least squares, and its computational complexity is 
comparable to that of NLM. We provide some preliminary 
results to study the proposed algorithm and to compare it 
with NLM.Medians is tougher To Outliers Then Mean. 
NLEM Perform Better than non local means and provide 
better consequences. The denoising performance of Non-
Local Means (NLM) at large noise level can be enhanced in 
the environs of boundaries using the Euclidean median. 
 
Shen, Yu et al. [2] discusses that in computer science and 
information theory, image compression is the method of 
encoding information using fewer bits compared to the 
original representation would use. Compression pays to 
because it helps reduce steadily the usage of expensive 
resources, such as for case in peak hard disk drive space or 
transmission bandwidth. Image compression may be lossless 
or lossy. Lossless image compression is a class of image 
compression algorithms that enables the actual original data 
to be reconstructed from the compressed data. The definition 
of lossless is on the other hand to lossy image compression, 
which only allows an approximation of the initial data to be 
reconstructed, as a swap for better compression rates.  
 
Stamm, Matthew C. et al. [3] presented a set of anti-forensic 
techniques designed to get rid of forensically significant 
indicators of compression from animage. They did this by 
first having a generalized framework for the design of anti-
forensic techniques to remove compression fingerprints 
from an image's transform coefficients. This framework 
operateed by estimating the distribution of an image's 
transform coefficients before compression, then adding anti-
forensic dither to the transform coefficients of a 
compressed image so that their distribution matches the 
estimated one. Then they utilize this framework to produce 
anti-forensic techniques specifically targeted at 
erasing compression fingerprints left by both JPEG and 
wavelet-based coders. Additionally, we propose a technique 
to get rid of statistical traces of the blocking artifacts left 
by image compression algorithms that divide an image into 
segments during processing. 
  
Boopathi, G. et al. [4] proposed popular neural network 
technique called Radial Basis Function (RBF) method of be 
properly used to generate the code book. A combined 
approach of image compression predicated on vector 
quantization and wavelet transform was proposed using 
RBF neural network. This process would be very useful for 
medical imaging, criminal investigation where high 
precision reconstructed image was required. The 
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experimental result showed that the proposed technique 
provided better PSNR value and also reduces the Mean 
Square Error value. 
  
 Yue, Huanjing  et al. [5] proposed a 
novel image compression scheme based on the local feature 
descriptor - Scale Invariant Feature Transform (SIFT). The 
SIFT descriptor characterizes an image region invariantly to 
scale and rotation. It is used widely in image retrieval. By 
using SIFT descriptors, our compressionscheme has the 
capacity to utilize external image contents to reduce visual 
redundancy among images. The proposed encoder 
compresses an input image by SIFT descriptors as opposed 
to pixel values. It separates the SIFT descriptors of 
the image into two groups, a visible description which is 
really a significantly sub sampled image with key SIFT 
descriptors embedded and some differential SIFT 
descriptors, to reduce the coding bits.  
  
Pinto, Smitha Joyce et al. [6] presented a highly effective 
algorithm to compress and to reconstruct 
digital imaging and communications in medicine 
(DICOM) images. Various image compression algorithms 
exist in today's commercial market. This paper outlined the 
comparison of compression methods such as for instance 
JEPG, JEPG 2000 with SPIHT encoding on the cornerstone 
of compression ratio and compression quality. The 
comparison of these compression methods were classified 
according to different medical images like MRI and CT. For 
JPEG based image compression RLE and Huffman 
encoding techniques were utilized by varying the bits per 
pixel.  
  
Huber-Lerner et al. [7] dedicated to the 
lossy compression of images that have subpixel targets. This 
target type required minimum compression loss within the 
spatial dimension to be able to preserve the goal, and the 
most possible spectral compression that could still enable 
target detection. Because of this target type, they proposed 
the PCA-DCT (principle component analysis followed by 
the discrete cosine transform) compression method. It 
combined the PCA's power to extract the background from 
the few components, with the person 
spectral compression of each pixel of the residual image, 
obtained by excluding the background from the HSI, using 
quantized DCT coefficients. The compression method was 
kept simple for fast processing and implementation, and 
considered lossy compression only on the spectral axis. The 
spectral compression achieved a compression ratio of over 
20. The popular Reed-Xiaoli (RX) algorithm and the 
improved quasi-local RX (RXQLC) were used as target 
detection methods. The detection performance was 
evaluated using receiver operating characteristics (ROC) 
curve generation. The proposed compression method 
achieved maintained and enhanced detection performance, 
compared to the detection performance of the initial image, 
mainly because of its inherent smoothing and noise 
reduction effects. The proposed method was also in contrast 
to two other compression methods: PCA-ICA (independent 
component analysis) and band decimation (BandDec), yi- 
lding superior results for high compression rates. 
  

Huber-Lerner  et al. [8] proposed the PCA-DCT (principle 
component analysis followed by discrete cosine 
transform) compression method. It combined the PCA 
power to extract the background from the few components, 
with the person spectral compression of each pixel of the 
residual image, using quantized DCT coefficients. 
The compression method was kept simple for fast 
processing and implementation, and considers 
lossy compression only on the spectral axis. It 
achieved compression ratio of over 20, while using only 
spectral compression (before applying 
spatial compression and bit-stream-encoding). The popular 
RX (Reed Xiaoli) algorithm and the improved quazi-local 
RX (RXQLC) were used as target detection methods. The 
detection performance was evaluated using ROC (receiver 
operating characteristics) curve generation. The 
proposed compression method showed improved detection 
performance, compared to the detection performance of the 
initial image, and of two other compression methods: PCA-
ICA and band decimation. 
  
 Porwal, Janak  [9] proposed a story transform that 
converted a 3 component RGB image to a 4 component 
cGST (color, gray, shade, tinge) image and vice-versa, and 
showed its suitability for image compression. The transform 
was fully reversible (and hence, is ideal for lossy along with 
lossless image compression) and preserves the bit-length for 
the GST components (allowing existing algorithms to be 
placed on the components). They developed an encoder-
decoder tool using the transform and JPEG-LS prediction 
scheme, and demonstrated its efficiency (upto 35% 
better compression ratios over JPEG-LS, 2-5 times less 
runtime than JPEG 2000 with similar compression ratios) on 
a varied pair of test images. The transform works especially 
well for satellite images, computer generated animations and 
real images with shadows. The task also opens the scope for 
studying color transforms not limited to matrix 
multiplication or n→n dimensional conversions 
for imagecompression. The task also enhances the 
understanding of the impact of shadows on color 
components and pays to in image analysis in general. 
  
Patil, Neelamma K. et al.[10] proposed an efficient color 
and texture feature based adaptive color image compression. 
Color conversion from RGB to YCbCr was performed to 
extract color and texture features. The extracted features 
were used to pick non-zero (significant) DCT coefficients. 
The storage space and bandwidth during transmission was 
efficiently utilized by encoding non-zero DCT coefficients 
and thereby preserving texture and color information in the 
reconstructed image. Experimentation has been carried from 
different image formats successfully. The proposed 
technique is easy and straight forward. A great 
compression has been achieved with good MSE and PSNR. 
Experimental results for adaptive, using all coefficients and 
RGB color model with 20 coefficients were computed in 
terms of compression ratio and quality of 
reconstructed image are compared. The proposed adaptive 
method had achieved good compression ratio by retaining 
color and texture features. 
  
Ernawan, Ferda  et al. [11] presented a generating of the 
quantization tables from the psychovisual threshold on gray-
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scale TMT image compression. It  introduced the idea of 
psychovisual threshold into TMT image compression. 
TMT image compression has been shown to do better 
compared to the standard JPEG image compression. This 
model has been implemented on TMT image compression. 
The experiment results showed a psychovisual threshold for 
TMT basis function provided 
better image compression performance. 
  
Mousa, Hamdy M. et al. [12] proposed 
image compression technique centered on conformal 
mapping transformation. The newest 
standard compression technique, 
JPEG2000 compression algorithm, is used. The proposed 
technique was tested with various images types. Two 
categories of image compression techniques (lossless and 
lossy) and with/without conformal mapping were studied. 
The experimental results showed that the compression ratio 
improves by 14% in average, and in case 
lossy image compression using JPEG2000 image quality 
gains over 2 dB in average. 
  
Thepade, Sudeep D. et al. [13] presented the extended 
performance comparison of HWT 
for image compression with varying the constituent 
transforms and the proportions of the constituent transforms 
to check the consequence on quality of image compression. 
The experimentation was done on group of 20 images by 
varying the constituent transforms, proportion of constituent 
transforms and compression ratios (CR). The constituent 
transforms used to generated HWT are Cosine transform, 
Sine transform, Slant transform, Kekre transform, Walsh 
transform and Haar transform.  
  
Zhiqianga, Li  et al. [14] made a degree analysis of 
JEPG image compression algorithm. Moreover, they 
focused on the JPEG encoding algorithm and made reveal 
description of JEPG encoder, decoder control processes. 
They also selected the original image to complete the Mat 
lab simulation analysis centered on JEPG algorithm. 
Thirdly, using the DSP host processor, we can complete the 
hardware implementation of image acquisition 
and compression easily. Last however not least, this article 
selected a much better compressed image in order to 
complete image encryption process. Experimental results 
showed that JPEG image compression encryption algorithm 
was effectively guaranteed for the actual engineering 
applications and would be widely found in secure 
communication. 
  
Donapati, Srinivas  et al. [15] analysed and compared 
the compression ratios of the images of different input 
formats particularly to RGB input format and YUV 444 
format have been carried out to explore the results of CSC 
on the image compression when using the JPEG XR. An 
analysis of effective compression (bettercompression ratio) 
have been carried on various images of unique visual 
characteristics in numerous input formats when processed 
using JPEG XR 
  
 Leung, Tony  et al. [16] investigated the effects of window 
level and window width adjustments on visibility thresholds. 
A JPEG2000 based image compression method to 

accomplish visually lossless compression for confirmed 
window level and width was then proposed. A validation 
study was performed to ensure that theimages obtained 
using the proposed method can not be distinguished from 
original windowed images. The 
proposed compression method was also extended to a client-
server setting where in actuality the server transmits 
incremental data to the client to ensure visually lossless 
representation after adjustments to the window level and 
width are manufactured at the client side. The proposed 
incremental compression method was compared to a 
reference compression system where an 8-
bit image corresponding to the required window settings is 
created from a 12-bit CT image first at the encoder.  
  
Gupta, Krishan  et al. [17] presented a much better 
technique that will be faster, memory efficient and simple 
which surely suits the requirements of the user. This paper 
had three version of KG technique which named as KG1, 
KG2 and KG3. These techniques were invaluable 
in image compression but all have different solution to 
compress image. Compression ratio of image may also be 
different in these three version and better together which is 
dependent upon what kinds of image chosen 
for compression. For version I: This technique named KGI 
version. The technique used here, is much more helpful in 
reducing the bandwidth of an image and to increase of its 
availability, reliability, and transmission rates. For version 
2: This technique named KG2 version. The techniques used 
listed here is extremely helpful in reducing data storage and 
transformation without any loss in an image. In this 
technique, an image compression domain algorithm aims at 
good performance in terms of image effectiveness. For 
version 3: This technique named KG3 version. They 
proposed the Lossless method of image compression and 
decompression. This technique was simple in 
implementation and utilized less memory. A pc software 
algorithm have been developed and implemented to 
compress and decompress the image. 
  
Xue, Y. et al. [18] did a compression  to examine the effects 
of multi-spectral image compression with 5.8m resolution, 
which is used to instruct the onboard image compression 
design of these ZY-3 satellite series. The case study chose 
typical experiment area from a variety of land use categories 
including urban build-up, vegetation, water-body, bared-
soil, etc, to be able to make a thorough evaluation of the 
effect of multi-spectral image compression in depth. The 
multi-spectral experimental images were compressed with 
JPEG-LS method. The principal result showed that 
with compression ratio 3:1, effects of multi-
spectral image compression could be accepted for mapping 
application. 
  
Paul, Sujoy et al. [19] proposed a histogram based image 
compression  based on multi-level image thresholding. The 
entropy function was maximized utilizing a popular 
metaheuristic named Differential Evolution to lessen the 
computational time and standard deviation of optimized 
objective value. Some images from popular image database 
of UC Berkeley and CMU were used as benchmark images. 
Important image quality metrics-PSNR, WPSNR and 
storage size of the compressed image file were employed for 
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comparison and testing. Comparison of Shannon's entropy 
with Tsallis Entropy was also provided. Some specific 
applications of the proposed image compression algorithm 
were also pointed out. 
  
Vikrant Singh  et al. [20] proved that imprecise situations 
can be properly handled using fuzzy logic. This feature of 
fuzzy logic has been incorporated by introducing a book 
data compression technique for gray imagesusing fuzzy 
logic based fusion of available JPEG and JPEG2K 
Standards (FSHJPEG) to achieve higher compression ratio 
as compared to standalone JPEG and JPEG2K standards. 
The fuzzy based soft hybrid JPEG technique (FSHJPEG) 
gives high compression ratio, preserving nearly all of 
the imageinformation and the image is reproduced with 
good quality. This new technique not only gives 
highcompression ratio, but also reduces blocking artifacts, 
ringing effects and false contouring appreciably. 
The compression ratio obtained using FSHJPEG was more 
as compared to currently used standards 
ofImage compression, preserving nearly all of 
the image information. 
  
Son, Thai Nam et al. [21] developed an efficient approach 
for a fractal image compression placed on a color image, 
which utilizes a fractal coding on RGB to YUV color 
transformation at 4:1:1 sampling mode. The experimental 
results performed by Fisher's method for a color image have 
verified the likelihood to increase the compression ratio of 
FIC for color image while retaining an acceptable PSNR. It's 
purposed to design the low-bit-rate video encoding system 
by fractal coder/decoder of a color image.  
 

VI. LIMITATIONS OF EARLIER WORK 
 

1. Blocking artifacts: Transform-based compression 
is extensively used for image compression. But 
transform based methods introduce blocking 
artifacts in the output image. 

2. Ringing artifacts: The compression ringing 
artifacts around edges can be efficiently removed 
using edge restoration as a post- processing. 

3. Post processing: Blocking artifacts can be reduce 
by using the post processing to compressed images 
like filtering. 

 
VII. CONCLUSION AND FUTURE WORK 

 
This paper has clearly shown that no technique is effective 
for all images. Each has its own benefits and limitations. 
Thus still it is an open area of research. Therefore much 
improvement can be done in image compression. In near 
future we will propose a new method in order to reduce 
blocking and ringing artifacts in compressed images. The 
proposed compression technique will integrate SVD-WDR 
compression with Gradient-based optimization approach for 
reduction of blocking artifacts in images. The edge 
restoration method will also be used as a post processing 
technique to remove the ringing artifacts from the 
compressed images. The proposed technique will also 
verified by using the various standard images for 
compression. The comparison will also be drawn among the 

proposed and the existing technique based upon the various 
standard quality metrics of the compression techniques. 
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