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Abstract: An oil reservoir has become one of the most important areas in the world on economic and environmental sustainability. Intelligent 

petroleum systems concerns of development oil industry. The interval between intelligent systems in petroleum domain is the ratio of results 

accuracy. Using regression model seek for systems gaps. Regression model involves a re-examination of the system results based on failures 

proportion and fixed faults that have re-emerged. In the meantime, re-exam results achieved percentage accuracy in the system and the 

efficiency. In this paper, re-test the standard petroleum factors values through a regression model to enhanced oil production. Evaluate the 

accurately results contribute for enhance different fields on oil industry domain.  
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I. INTRODUCTION 

 

One of the programming software development integral 

parts is the regression [1]. Consequently, regression testing 

has traditionally been performed by a software quality 

assurance team after the development team has completed 

work, grey system for Iranian production ratio is a sample 

[2]. Conceptually, this problem is being addressed by the 

rise of system re-testing. Development cycle in regression 

model depends on the test cases; re-run process has been 

generally either functional tests or unit tests to outcomes 

verification [3]. Developer testing compels a developer to 

focus on unit testing and to include both positive and 

negative test cases [4]. Production with regression model is 

considered, based on data which was collected from 

different sources. 

The previous systems values shows the environmental 

factors affect the model and what is the importance of 

environmental factors. Use regression test functions try to 

predict dependent variables as a function of other correlated 

observable independent variables [5]. As a remedy, 

regressions approve to re-test system values and analysis the 

obtaining forecasts [6]. Regression techniques have long 

been central to the World of economic statistics 

(“econometrics”). Increasingly, they have become important 

on different domains such as lawyers and legal policy 

makers as well [7]. Among most methods which are used in 

crude oil production are tested through a regression model. 

In petroleum systems; using regression model to prove 

values enhanced oil industry; multiple characteristics on oil 

domain such as rock porosity and permeability [8].  

Over the life of the reservoir, many crucial decisions 

depend on formation estimates [9]. Furthermore, the 

measurement site in petroleum domain is available and 

limited to isolate well locations [10]. A regression model 

was made to show the effect of re-testing the prediction 

processes of petroleum factors. The evaluation study applies 

test cases, regression models and time series forecasting of 

vague petroleum datasets to achieve more accurate results. 

The paper goal is to build complete petroleum intelligent 

system that contains different functions such as: 

classification, data mining, prediction, test cases; regression 

and time series forecasting models. 

The rest of the paper is organized through different 

sections:  Section 2 shows related work. Section 3, explains 

regression approach; Section 4 shows system architecture. 

In section 5, scenario experiments of the model and finally, 

Section 5, shows the experimental scenario. In section 6 

evaluation processes are explained whereas in section 7, the 

paper conclusion and future work suggestions are discussed. 

II. RELATED WORK 

Most related work on regression testing has used coverage 

information. The petroleum domain contain huge amount of 

data, geophysics, images, remote sensors sources and other. 

Using regressing model provides test cases in terms of 

sequence base on the number of impacted crude oil dataset; 

these dataset are collected from distinct sources [11]. 

Using regression test within static coverage values for 

prediction purpose is achieved with multiple test cases [12]. 

The proposed regression test neglects the petroleum 

software code, previous predicted results and historical 

values. Interesting about retesting the test cases statues and 

prove regression test of the system results. Another related 

study is the Binary Matching Tool (BMAT), which compute 

the changes between two versions of the program at the 

basic block granularity. It represents another proposed a 

conceptual way to combine minimization and prioritization 

to select test cases. It suggested that prioritization could 

have a time complexity [13]. An algorithm with general 

regression neural network to build oil prices forecasting 

model is discussed [14]. Another proposed research is a 

history-based test technique. It is display a Reliable model 

for estimating the Wax deposition rate during crude oil 

production and processing. One main assumption of this 

technique is that historical test case performance data might 

be used to improve long run regression testing performance 

[15]. 

http://en.wikipedia.org/wiki/Software_quality_assurance
http://en.wikipedia.org/wiki/Software_quality_assurance
http://en.wikipedia.org/wiki/Software_quality_assurance
http://en.wikipedia.org/wiki/Unit_testing
http://en.wikipedia.org/wiki/Functional_testing
http://en.wikipedia.org/wiki/Unit_testing
http://en.wikipedia.org/wiki/Regression_testing#cite_note-6
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On the other hand, impacts of unconventional gas 

development on China’s natural gas production are 

approved. It shows that the development of oil and gas ratio 

depends on more accurate results and highly precision value 

[16]. A prioritized list of test cases in regression model that 

predict for failures is another research case [17]. 

Systems improvements represents “re-run” process of 

outputs compared against expected results [18]. 

Simultaneously, the regression test concerns of failures of 

software’s code, multiple projects are interest about 

retesting the software failures such as PETS project 

(Prediction of software Error rates based on test and 

Software maturity results) funded by the European 

Commission [19]. 

III. REGRESSION APPROACH 

Regression analysis defines as statistical tool that aims 

the investigation within different variables. Conceptually, 

regression techniques have long been investigate hypothesis, 

imagine that gathering data on multiple domain. In 

petroleum domain, strictness prediction system has been 

approved and produced accurate predicted results [20]. 

Development of the oilfield production is the basis of the 

optimal decision making of oilfield manager. Furthermore, 

there are many methods to enhance the output of oilfield 

such as multiple linear regression, artificial neural network, 

grey prediction method, logistic curve method and other 

[21].  Realistically, the results accuracy of the intelligent 

systems never achieves a complete precision value. Test 

case processes and regression test aims to validate system 

failures and focus on real factor which affect of results. In 

this case, test case process applying on the petroleum 

prediction system to emphasis the predicted result; 

regression test reduce the test case number, minimize error 

time and declares more precision of the system. Material in 

this work is an extension of statistical regression analysis 

with normal distributed data and mean=β0+β1χ1+···+βsk                                                                                            

Where Xi represents explanatory variables acquitted from 

distinct resources. Retest the dataset depends of the 

following reasons [22]: 

A. Data not necessarily from a normal distribution. 

B. Data may be censored. 

C. Non standard regression models that relate life to 

explanatory variables.  

D. Presentation motivated by practical problems in 

reliability analysis. 

Different petroleum reservoirs variables are retested 

through studding every membership separately and show 

which the most affecting of the production results. Figure 

(1), display sample of reservoirs petroleum memberships 

which are affecting of petroleum production. 

  

 

Prediction Pressure Gravity 
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Figure 1.  Reservoirs memberships samples 

Figure (2), explains different intelligent systems which 

are concerns of petroleum production domain, regression 

model tools and the techniques that used in the same 

domain. 

 

Figure 2. Regression & intelligent Systems 

IV.    SYSTEM ARCHITECTURE 

Different petroleum reservoirs variables are retested through 

studding every membership separately and show which the 

most affecting of the production results. Figure (3), display 

sample of reservoirs petroleum memberships which are 

affecting of petroleum production. In addition, the system 

architecture consists of two basic modules: 
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Figure 3. System Architecture 

A. Dataset acquisition Module: One of the system 

requirements is the data; dataset acquisition is a module, the 

major purpose is to upload and reformat the dataset, which 

is collected from different sources into two parts:  Dynamic 

and static dataset acquisition. Multiple petroleum intelligent 

systems production results are collected as a discrete dataset, 

membership functions are collected into another data base. 

The dynamic dataset has the ability to collect from experts, 

whereas the static dataset includes journals, web sites, 

oilfields and other sources. During data sorting, the modules 

functions concerns of dataset classifications by using Weka 

[23]. Consequently, the standards petroleum properties 

which are approved are exploited to re-testing process 

through a regression model that prove membership’s 

production effectiveness based on dataset classification.  

Regression Module: regression model functions exploiting 

the classified dataset which are manipulated to re-run the 

effectiveness of crude oil properties into production process. 

On another hand, apply regression algorithm detects the 

membership which are affecting of crude oil production. 

Using data mining tools aims to refine the factors which 

highlighting the effectiveness factors on production process. 

Regression model represents the technique that ensures 

accurately systems values and precision ratio. 

V.     REGRESSION EXPERIMENTAL SCENARIO 

At present time, regression model is one sample of 

several major models which are being used to develop the 

production processes in the oilfield. The problem is, there 

are several input variables in the above models and 

significant factors influencing intelligent system is not 

considered. Thus, the result is not accurate. Meanwhile, the 

regression model is more simple and accurate. Table (1), 

shows the standard petroleum memberships values which 

are used through different intelligent systems and 

applications, as follows: 

 

 

M# Temperature Pressure Density Gravity Gas-Density 

1 108.3361  67.59 0.861 32.7 0.8528 

2 62.8573 71.523 0.851 34.7 0.8529 

3 57.2615 55.684 0.871 30.9 0.8603 

4 85.0587 97.034 0.871 30.9 0.8603 

5 85.6211 40.454 0.875 30.1 0.8592 

 

There are more than thirty three memberships which are 

effects of petroleum production process. Most of the 

intelligent systems in petroleum domain used the standard 

factors. Five petroleum parameters (Temperature, pressure, 

gravity, density, permeability, porosity and gas-density) are 

tested. The effectiveness dataset of petroleum factors shown 

on figure (4), where x- axis represent petroleum factors 

sample whereas Y-axis explain probability effectiveness 

percentage, as follow: 

 

Figure 4. Factors Effectiveness probabilities 
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In the regression model different algorithms has ability 

to use. The logistic regression of factors as test cases 

calculated through Logit p(x) function (2) where x 

represents parameters values, β is the intercept values and X 

is test case parameter, sample is shown on table (2) [10]:  

logiyP(X)=|n P(X)/(1-P(X))                                            

Where    

P(x) = 1/ [1+exp (β0+β1Xi)]                           (2) 

The major goal of this model is to retesting the statues 

values through regression model. The initial regression 

shows the relationship between one independent variable 

(X) and a dependent variable (Y): 

Y=β0+β1X+u                                                           (3) 

Where the value of intercept represents by (β0), the value of 

slope represents as (β1) and (u) is the no predicted variation 

by the slope and intercept terms. Conceptually, slope and 

intercept represents through: 

 
Where x, y is the relational cases, n is the number of cases. 

Consequently, regression analysis for petroleum test cases 

data which are collected from distinct sources calculated 

through the following functions: 

 

R= Logit P(X) * β- ɳ        

 

Where X1-Xn, Y1-Yn are the input data; S is the 

summation operation; b0, b1 are the slope, intercept 

estimate of regression curve and n is the number of 

experimental datasets. 

Furthermore, using R function as a linear regression: 

Where ɳ  is the factor usage number and β is the 

correlation coefficient between distinct parameter values, 

shown in table (2): 

 

Regression #  Temperature Pressure Density Gravity Gas-Density 

1 108.3         67.5 

0.8619 32.7 0.8528 

2 62.8 71.5 0.8514 34.7 0.8529 

3 57.2 55.6 0.8715 30.9 0.8603 

4 85.0 97.0 0.8715 30.9 0.8603 

5 85.6 40.4 0.8754 30.1 0.8592 

R (%) 78 87.2 54.9 64 67 

 

Using normal probability function norm(data), depends 

on regression values of the petroleum factors and previous 

system values; it shows that the pressure factor has more 

affective of oil and gas production within 87.2%. As a 

remedy of logistic regression model, the calculations of 

P(X) for the five factors in the regression model, it shows 

the following: 

 Pressure values are the highest value. 

 Temperature is the second parameter affect production 

process. 

 Reduce the number of test cases aims to achieve more 

accurate production results. 

 Minimizing of regression time error depends on 

classifying inputs and split test cases into several classes 

and subclasses. 

VI. EVALUATION 

Obviously, in petroleum domain; the highly cost of 

drilling process ensure that the validation of the predicted 

result has been priority. It donates the results more precision 

and aims to support Chief Executive Officer (CEO) to 

drilling or nullity. Using precision algorithm function [25], 

as follows: 

 

Where n represents the number of predicted oil wells and 

β is a positive real weight. In the precision function (4), 

through thirty predicted well, the precision of factors shows 

that the pressure factor represents the highly value 0.87; 

whereas density factor is the lowest one. 

 Through comparing previous systems and empirical values, 

it achieve that the pressure factor represent the highest value 

(11) 
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on petroleum production process. In figure (5), the pressure 

factor represent the highest value which effect of the 

production process in different stages. X-axis represents the 

tested wells number. On another hand, Y-axis shows the 

different petroleum factors range builds on regression model 

values; as follows: 

 

Figure 5. Intelligent system & memberships 

VII. CONCLUSION 

Development petroleum is a wide field; meanwhile, 

building knowledge base for oil domain aim experts and 

engineering’s to enhance oil industries. More than one 

source of petroleum dataset is exploited. Review previously 

system values of production rate and classification data 

using Weka tool are discussed. This work applied through 

logistic regression model that concern of petroleum 

membership’s effectiveness of production values. The 

model re-test previous system results and re-run petroleum 

factors. The results show that the pressure factor represents 

the highest values as 87.2%; whereas density factor is the 

lowest one. Evaluation processes ensure that factor close to 

the empirical production ratio. Hope in future work to 

testing more crude oil properties that enhances production 

process. 
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