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Abstract: Image fusion is the process that combines information from multiple images of the same scene. The result of image fusion is a new 

image that retains the most desirable information and characteristics of each input image. In this paper a simple image fusion algorithm based on 

wavelet transform is presented to select wavelet filters, decomposition levels and fusion schemes is of great concern for multi-focus image 

fusion in wavelet domain. By wavelet transform, an image can be represented by a low frequency approximation, which contain the average 

information of the image, and several high frequency details with different scales and directions, which contain the texture or edge feature of the 

image. For the multi-focus images, there are some areas unclear in certain source images which correspond to small wavelet coefficients, and 

clear in other source images which correspond to large coefficients. So it can simply took the coefficients with greater modulus as the final 

coefficients to get the fusion image, which contains more details and is clearer in visual and more convenient for image analysis and 

understanding. This paper discusses the influence of the wavelet filters, decomposition levels and fusion schemes on the fusion results. The 

results obtained, are of great value for research and experiment in this field. 
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I. INTRODUCTION 

Multi-focus image fusion is a process of combining two 

or more partially defocused images into a new image with 

all interested objects sharply imaged. There are many Multi-

Focus Image Fusion Algorithms. These algorithms are 

varied, depending on whether the input images are fused in 

the space domain or in the transform domain [1-2]. 

Simple Average is a well documented fact that regions 

of images that are in focus tend to be of higher pixel 

intensity. Thus this algorithm is a simple way of obtaining 

an output image with all regions in focus. The value of the 

pixel P (i, j) of each image is taken and added. This sum is 

then divided by N to obtain the average. The average value 

is assigned to the corresponding pixel of the output image. 

This is repeated for all pixel values [3]. 

An image pyramid consists of a set of low pass or band 

pass copies of an image, each copy representing pattern 

information of a different scale. At every level of fusion 

using pyramid transform, the pyramid would be half the size 

of the pyramid in the preceding level and the higher levels 

will concentrate upon the lower spatial frequencies. The 

basic idea is to construct the pyramid transform of the fused 

image from the pyramid transforms of the source images 

and then the fused image is obtained by taking inverse 

pyramid transform. 

Principal component analysis (PCA) is a vector space 

transform often used to reduce multidimensional data sets to 

lower dimensions for analysis. It reveals the internal 

structure of data in an unbiased way.  

Multi-focus image fusion technology is an important 

part of image fusion research, which integrate multiple 

images of different focusing goal at the same scene into a 

composite focusing sharp image so that the new image is 

more suitable for visualization, detection or recognition 

tasks. These years, the wavelet transform has become a 

useful tool in multi-resolution image fusion. Those existing 

image fusion algorithms based on wavelet transform use 

Mallat algorithm [4] in combination with certain selection 

rules to perform image decomposition and image 

reconstruction. 

In the traditional image fusion algorithms with wavelet 

transform, the selection rule based on maximal of absolute 

values is adopted to choose the high-frequency coefficients, 

while the low-frequency coefficients are computed by using 

the method of weighted average [5], the fused results then 

are obtained by using wavelet reconstruction algorithm. The 

main drawback of such a method is that it will lead to the 

Gibbs phenomenon. Hereafter, a series improved methods 

have been developed. In order to overcome the limitation of 

only considering the grayscale values of a single pixel, an 

area-based maximum selection rule has been provided in 

[6]. In addition to this, the local energy, and the local 

gradient selection [7] have also been provided to improve 

the fusion performance. 

II. TECHNIQUES OF IMAGE FUSION 

Fusion can also be categorized on the basis of its 

objective and input images as multi-view, multi-temporal, 

multi-focus and multi-sensor image fusion. A brief 

introduction to each is given in the following section. This 

will now examine each of the major type of image fusion in 

detail in the following sections. 

 

 

A. Multi-Temporal Image Fusion: 
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Temporal Image fusion integrates simultaneously 

spatial and temporal evolution of the tracer revealing 

information that cannot be perceived in an image of one 

time sequence. Usually dynamic studies are performed by 

drawing manually regions of interest (ROI) on an image. 

This image is chosen from different time acquisitions for 

showing the optimal contrast for the given ROI. Then the 

average value of the pixels belonging to this ROI is 

collected for each sequence time and the kinetic parameters 

are injected in a bio-mathematical mode relevant data from 

the measurement. 

B. Multi-Focus Image Fusion: 

Due to the limited focus depth of the optical lens, it is 

often not possible to get an image that contains all relevant 

objects in focus. In an image captured by those devices, only 

those objects within the depth of field are focused, while 

other objects are blurred. To obtain an image with every 

object in focus, a multi-focus image fusion process is 

required to fuse the images taken from the same view point 

under different focal settings. The fused image gives a better 

view for human or machine perception. 

C. Multi-Sensor Image Fusion: 

The information science research associated with the 

development of sensory systems focuses mainly on how 

information about the world can be extracted from sensory 

data [8]. The sensing process can be interpreted as a 

mapping of the state of the world into a set of much lower 

dimensionality.  The mapping is many to one which means 

that there are typically many possible configurations of the 

world that may give rise to the measured sensory data. Thus, 

in many cases, a single sensor is not enough to provide an 

accurate perception of the real world.  

D. Traditional Multi-Focus Image Fusion:  

The fusion algorithms in space domain are the simplest 

and significantly computationally efficient compared with 

most of the other ones, but they do not achieve good 

performance, i.e. arithmetic fusion algorithms have low 

contrast and low correlation between pixels, and blur the 

edges and contour of fused image. Partition fusion 

algorithms improve the correlation. This technique can be 

understood by completely consider two (or more) images of 

a stationary camera, which is required to combine the 

images into a single one that has all objects in focus without 

producing details that are non-existent in the considered 

images.  

There are very often some issues that have to be dealt 

with before the fusion can be performed. Most of the time 

images are misaligned. Registration is used to establish a 

spatial correspondence between the sensor images and to 

determine a spatial geometric transformation, called 

warping, which aligns the images. Misalignment of image 

features is caused by several factors including the 

geometries of the sensors, different spatial positions of the 

sensors, different temporal capture rates of the sensors and 

the inherent misalignment of the sensing elements.  

Registration techniques align the images by exploiting 

the similarities between sensor images [9]. The mismatch of 

image features in multi-sensor images reduces the 

similarities between the images and makes it difficult to 

establish the correspondence between the images. This 

problem was found later in the investigation, when trying to 

develop a global motion estimation technique based in block 

matching algorithms without satisfying results. There is 

often a difference in spatial resolution between the images 

produced by different sensors. There are several techniques 

to overcome this issue such as the super-resolution 

techniques. The aim of these techniques is to improve the 

resolution, when possible. Another approach is to use multi-

resolution image representations so that the lower resolution 

imagery does not adversely affect the higher resolution 

imagery. 

III. METHODS AND IMPLEMENTATION 

A. Simple Average: 

It is a well documented fact that regions of images that 

are in focus tend to be of higher pixel intensity. Thus this 

algorithm is a simple way of obtaining an output image with 

all regions in focus. 
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The value of the pixel P (i, j) of each image is taken and 

added. This sum is then divided by N to obtain the average. 

The average value is assigned to the corresponding pixel of 

the output image. This is repeated for all pixel values. 
 

 

Figure 3.1 GUI- Image fusion by SA 

B. Pyramid Fusion Algorithm: 

With the introduction of pyramid transform in mid-80, 

some sophisticated approaches began to emerge [11]. People 

found that it would be better to perform the fusion in the 

transform domain. Pyramid transform appears to be very 

useful for this purpose.  

The basic idea is to construct the pyramid transform of 

the fused image from the pyramid transforms of the source 

images, and then the fused image is obtained by taking 

inverse pyramid transform.  

An image pyramid consists of a set of low pass or band 

pass copies of an image, each copy representing pattern 

information of a different scale. At every level of fusion 

using pyramid transform, the pyramid would be half the size 

of the pyramid in the preceding level and the higher levels 

will concentrate upon the lower spatial frequencies.  
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Typically, every pyramid transform consists of three 

major phases: 

a. Decomposition  

b. Formation of the initial image for decomposition. 

C. PCA Algorithm: 

Let the source images (images to be fused) be arranged 

in two-column vectors. The steps followed to paper this data 

into 2-D subspaces are: 

a. Organize the data into column vectors. The resulting 

matrix Z is of dimension 2 x n. 

b. Compute the empirical mean along each column. The 

empirical mean vector has a dimension of 1 x 2. 

c. Subtract the empirical mean vector me from each 

column of the data matrix Z. The resulting matrix X 

is of dimension 2 x n. 

d. Find the covariance matrix C of X i.e. =XXT mean of 

expectation = cov( )X  

e. Compute the eigenvectors V and eigenvalue D of C 

and sort them by decreasing eigenvalue. Both V and 

D are of dimension 2 x 2. 

f. Consider the first column of V which corresponds to 

larger eigenvalue to compute 1P and 2P  as  

1 2

(1) (2)V V
P and P

V V

     (2) 

                                                         

Image Fusion by PCA 

 

Figure 3.2 Information flow diagram in image fusion scheme employing 

PCA. 

The input images (images to be fused) 

1 2, ,I x y and I x y  are arranged in two column 

vectors and their empirical means are subtracted. The 

resulting vector has a dimension of n x 2, where n is length 

of the each image vector. Compute the eigenvector and 

eigenvalues for this resulting vector are computed and the 

eigenvectors corresponding to the larger eigenvalue 

obtained. The normalized components 1P  and 2P  

1 2. .,  1i e P P  using equation (3) are computed from the 

obtained eigenvector. The fused image is: 

1 1 2 2, , ,jI x y PI x y P I x y ........ (3) 

 

 

Figure 3.3 GUI- Image fusion by PCA 

D. Discrete Wavelet Transform: 

The 2-Dimensional Discrete wavelet transform (2D-

DWT), sometimes called wavelet decomposition, is the 

process to transform images from a spatial domain into a 

wavelet domain. The wavelet domain is the domain that 

represents the wavelet coefficients of the images. The 

wavelet decomposition can be done by passing an image 

into series of low-pass and high-pass filters. 
 

 

Figure 3.4 Spatial Domain 

 

Figure 3.5Wavelet Domain 

E. Image Fusion by DWT: 

In the process of image fusion, the choice of fusion rule 

is very important for the quality of the fusion result. In this 

paper a different multi-focus fusion scheme is proposed. The 

process of the DWT image fusion algorithm is shown in 

figure 3.6  
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Figure 3.6 Process of the DWT Image Fusion algorithm 

The steps of the method in this paper are shown as 

follows: 

Step 1: Read the two source images A and B to be 

fused. 

Step 2: Perform wavelet decomposition on the input 

images. 

Step 3: The low-frequency fLL  and high-frequency 

,f fLH HL and fHH  coefficients are extracted. The low-

frequency coefficients are fused based on average method. 

A BLL and LL are the low frequency coefficients of input 

images A and B.  
1 , , ,f A BLL avg LL i j LL i j

   
(4) 

Step 4: The high-frequency coefficients are fused based 

on taking the largest absolute value of pixels. 
1 max , , ,f A BLH abs LH i j LH i j   (5)                                         

1 max , , ,f A BHL abs HL i j HL i j   (6) 

                                        
1 max , , ,f A BHH abs HH i j HH i j (7) 

Step 5: Again, The low-frequency     ( fLL ) and high-

frequency ( fLH , fHL and fHH ) coefficients are 

extracted for same set of input images.  

Step 6: The low-frequency coefficients are fused based 

on even degree. The even degree of a image block is defined 

as follows: Suppose the block has size of *N N referred to 

as ,kB then, its even degree J is: 

( , )

( ,1
( ) ( )

*
K

k

K k

x y B k

f x y m
J B m

N N m

        (8)                                

Where, km is the average value of KB , 

( , )f x y denotes the pixel grey value in point ( , )x y and 

( )km denotes a weight factor and can obtained by the 

formula 

1
( )k

k

m
m

                              (9) 

Step 7: Two input images 1A  and 2A to be fused 

calculate their even degrees with the above formula. Then, 

the corresponding even degrees are calculated by comparing 

the blocks to obtain the block iB of the fused image. The 

fusion based principle is given by below: 

1 1 2 2 1 2, ( )
k k k ki hB l A l A J A JA T  

2 1 1 2 1 2, ( )
k k k ki hB l A l A J A JA T      (10) 

      
1 2 2,

k kiB A A otherwise  

Step 8: The high-frequency coefficients are taking the 

largest absolute value of pixels.  

 1 max , , ,f A BLH abs LH i j LH i j  

 1 max , , ,f A BHL abs HL i j HL i j     (11) 

1 max , , ,f A BHH abs HH i j HH i j  

Step 9: The inverse wavelet transform is applied to 

obtain the fused image. 
 

 

Figure 3.7 GUI- Image fusion by DWT 

IV. CONCLUSION 

The DWT architecture presented here gives promising 

results in all test cases and can be further extended to all 

types of images by using different averaging, high -pass and 

low-pass filter masks. The variations in performance of 

fusion rules for different test images show that the choice of 

an optimum fusion rule depends mainly on the type of 

images to be fused, degradation models used to introduce 

noise in source images and the application. Hence using 

DWT architecture we can reconstruct sample images with 

plenty of information as compared to the traditional 

algorithms.  
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