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Abstract: RoboCup is an international research aimed at improving artificial intelligence and robotics. It is a standard issue to get a wide range 

of technologies together and obtain new achievements. In 2D simulation league, after each game, server saves a log that contains all information 
about the game. By using data mining techniques knowledge can be discovered from this massive data. In this research we aimed to extract ball 
and player positions from log files and pre-process this data to specify some information including the action that have been taken place, start 
point, and involving players, etc. We mined this data to predict own and opponent action using C4.5 algorithm. The result showed that after 
applying our method the goal scoring was increased 251.39% with 64.13% confidence interval (with alpha = 0.1). 
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I. INTRODUCTION  
RoboCup is an international research initiative that is an 

effort to improve artificial intelligence, machine learning, 
robotics research and robotic intelligence. It is a standard 
issue to get a wide range of technologies together, examine 
them and obtain new achievements [1], [2], [3]. RoboCup 
has a rapid development in recent years. Football game is the 
topic of most leagues because of its complex characteristics, 
with the main objective of a competition between humans 
and robots in the year 2050 [2], [4]. There are different 
leagues in RoboCup champions such as simulation2D, small 
size robot, humanoid and etc. 2D simulation league is one the 
most important games in RoboCup. There are 11 
autonomous players and a coach for each team and one ball, 
simulating the real football game and environment. Each 
player is a distributed agent that should respond in real time, 
inaccurate, complex and multi agent system, with limited 
communication with other players. Players‟ decision making 
can only be done based on present situation information, but 
a player can use its experience to predict opponent behavior. 
Player can estimate that which action could be done 
successfully in the present state, and then it will be able to 
choose the proper behavior which leads to better result. Each 
game lasts 6000 cycles (about ten minutes) and after each 
game server saves a log that contains all information about 
ball, players, etc. in each cycle. Logs can be reviewed by 
developers in order to analyze the game, debug the code and 
explore probable problems to improve the actual play. All 
this is done manually by developers which take a lot of time 
and energy. Using data mining approach, one will be able to 
process this data very quickly. Log files gather information 
about ball position, velocity and decay, and also player type, 
position, velocity, decay, body direction, head direction, 
stamina (energy), recovery and other information [1]. 

In other words, using data mining can help to analyze and 
process log files and produce useful and easily 
understandable information and patterns from a large amount 
of data [1], [5], [6], [7], [8]. Data mining has been used in 
different fields such as marketing, fraud detection, hospitals, 
banks, municipalities, information systems, operational 
processes, x-ray machines, web services, etc. [5]. Before 

doing data mining, selection, pre-processing and 
transformation should be done. In selection phase we omit 
meaningless and unimportant fields by using domain 
knowledge, while in pre-processing phase aggregate data, 
changing the scale, stable data, sampling and coding will be 
done. In transformation phase, data will be normalized and 
standardized. At this stage, data is ready to be mined and we 
go to the main step that is using data mining algorithms to 
extract data and find patterns. Finally evaluation 
interpretation, visualization and knowledge representation 
should be done [1], [9]. 

RoboCup server produces two log files after each game 
which is called rcl and rcg files. Data mining process can 
gather useful knowledge about game pattern [7]. Rcl and rcg 
files are not prepare for data mining algorithms and it is hard 
to extract information from those files so we should first pre-
process them and make them ready. A new method for pre-
processing has been used here. In this paper in order to 
predict opponent future behaviors, we should first find the 
behaviors that have been done during the past games. We 
select ball and players‟ position in rcg files. Then by 
following the ball owner in different times we can recognize 
actions. Actions consist of pass (give the ball to a teammate), 
dribble (move with the ball), goal (shoot the ball into 
opponent‟s goal), unsuccessful pass, unsuccessful dribble 
and unsuccessful shoot. Here “unsuccessful behavior” means 
the behavior that causes the opponents to own the ball. In 
other words by specifying ball owner in each time cycle the 
action that took place could be recognized, for example 
imagine the game between team A and B. In cycle 45 the 
player number 1 from team A owns the ball, then for some 
cycles, the ball hover around to reach the next owner. 
Assume that the player number 3 from team A gets the ball, 
so this was a pass. If the player remained the same the action 
recognized as a dribble and so on. Then the dataset was 
formed by “effective players‟ positions” as state and 
“performed action” as class attribute. Here our class attribute 
is nominal and consist of 6 values. This means that 
classification algorithm is proper for prediction, for example 
by using positions and distances as data attribute and using 
C4.5 algorithm as classification algorithm, we obtain trees 
for predicting opponent action, and successfulness of each 
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action in each situation. Then trees are being presented and 
analyzed. 

II. PREVIOUS WORKS 
In this section we review some of the papers that have 

done data mining on different fields in RoboCup.  
One of the techniques that had been used for extracting 

and comparing models for multi-agent robotic system 
behavior is called process mining. This technique is used in 
“analyzing multi-agent activity logs using process mining 
techniques” [5] in which Mining XML is used to read and 
create robot and team logs in small size league (which is 
different from logs in soccer2D league), based on state 
changes. Heuristics Miner, calculate frequency of changing 
roles and formations, used to build model for actions 
(tactics). Weka software was used to discover team 
formation system rules and analyze it with 10-fold cross 
validation with 68% accuracy. Process mining gains a better 
insight into multi agent systems behavior. 

“No-feature selection”, “gain-feature ranking”, “principal 
component” & “correlation-base feature selection” has been 
evaluated in “evaluating feature selection techniques in 
simulated soccer multi agents system” [10]. Shooter and 
goalkeeper are used for selecting data set. Samples include 
ten features: ball, goalkeeper and shooter positions, velocity, 
distance, neck and body angle. The shoot, results in scoring a 
goal by player or catching the ball by goal keeper. In this 
paper, accuracy and tree size had been calculated for four 
mentioned methods with C4.5. The result showed that 
reduction in dimension lead to faster and more effective 
execution of learning algorithms. Correlation-based feature 
selection will get more accurate result and shorter tree. 

Yushan2013 [3] team members collected 100 cycles 
before each goal, found players moving tread (action 
sequence), discrete players position in to 2*2 cells and 
extracted frequent sequential pattern in offensive situation, 
left, right and center forward. They extracted offensive 
moving strategy rules to design a new offence strategy, 
through pass, tactics and improve offensive capability. This 
resulted in more goals and winning percentage. Yushan2012 
used Data Mining to increase success rate of pass [1].   

Improving reinforcement learning algorithm, Sarsa [6], 
by using LVF1 data mining technique and selecting relevant 
features for the specific problem (here dribble), reduced the 
complexity, needed memory and time. The variables like 
agent, opponents‟ and ball‟s velocity, distance, angle, body, 
initial dribble, initial start and neck was used to decide which 
action (conduct, hold ball and intercept) should be done in 
the dribble behavior (conduct the ball to a point without 
losing it). The result was reduced 35% of variables, 65% of 
actions, 43% memory, and increased 23% in performance 
easily and efficiently. 

In paper “a data mining approach to solve the goal 
scoring problem” [2], in order to decide the best time and 
direction to kick the ball, following CRISP-DM standard 
over international tournament data, maximize the chance for 
scoring. 25 metrics like angle of attacker and player vision, 
position and angle of goal keeper and ball, kick strength, 
defender position, time and result were used. The score 
chance was estimated using variable transformation and 
multilayer perceptron neural network. Comparing LDA 2 
based approach and this new one shows that the new method 

                                                        
1 Las Vegas Filter 
2 Linear Discriminant Analysis 

has 7.7% increase in kicks and 78% in goal scores measured 
by Receiver Operating Characteristic curves [11]. 

Data mining techniques was also used for RoboCup 
cognitive agents, self-tuning and online reinforcement 
learning to choose behavior like shoot and teamwork. 
Parameters in this study was the distance between shooter 
and target point, kick speed, distance of goal keeper and ball 
path, distance between shooter and goal keeper projection to 
ball path. Using data mining modules result in increasing 
efficiency and effectiveness of shoot and team work for 
attack. This approach was resulted in winning simulation 
league in German Open 2004 and world championship 2004 
[12].  

In another paper the strategy that was chosen by the 
coach was dictated by data mining results. Researchers 
assumed static strategy modeled by finite automata for 
opponent. They used a polynomial learning algorithm in 
which the coach considered payoffs and applied learning 
algorithm on 11 matrixes for 11 players [7].  

In paper “a champion of RoboCup coach competition,” 
[13] coach analyzed and identified pattern and weakness of 
opponents by a 3 tier learning architecture, gathering players‟ 
sequential events and predict opponent pattern by statistical 
calculation. Then he compared this pattern with other teams‟ 
behaviors to build the model and provide proper strategy. 
MRL 3  tested it successfully and took the first place in 
IranOpen2006. Unparalleled performance, capability to 
pattern recognition, handling noise conflict and motivating 
opponents to take patterns, were main factors in this success. 

III. FIRST STEP PRE-PROCESSING AND DATA MINING 

ALGORITHMS 
After each soccer simulation game, RoboCup server 

saves two log files named rcl and rcg log files. Logs can be 
reviewed by developers in order to analyze the game, debug 
the code and explore probable problems to improve the 
actual play. All this is done manually by developers, which 
takes a lot of time and energy and this method consists many 
mistakes. Using data mining approach, one will be able to 
process this data very quickly. For doing data mining the first 
thing is to prepare dataset in order to apply data mining 
algorithms on it. In this paper pre-processing has been done 
in 2 steps. In this section we explain first step that is selection 
and pre-processing. Then algorithms and performance 
parameters have been discussed. 

A. Selection and Pre-processing 

Soccer simulation rcg log files consist of information 
such as ball position, ball velocity, player position, velocity, 
type, body angle, neck angle (the direction that each player is 
looking at), stamina (remaining energy for each player), etc. 
for each cycle. Data mining process can gather useful 
knowledge about patterns in the game. We should select 
important, relevant and effective features. In order to specify 
a state we use ball and players position. Then by specifying 
ball owner in each cycle the action could be recognized. The 
ball owner in each cycle would be the one who is the nearest 
of all and have ball in his kickable margin while ball velocity 
is less than 2 meters per second. 

Some actions could be understood from game mode for 
example if play mode had changed into goal mode, this was a 
successful shoot. For extracting other actions we followed 
ball position sequence in continuous cycles. Then by 
specifying ball owner in each cycle the action that had been 
taken place could be recognized. For example imagine a 

                                                        
3 It is a team name that participated in soccer2d simulation league 
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game between team A and team B that in cycle 45 the player 
number 1 from team A owned the ball, then for some cycles, 
the ball hovered around to reach the next owner. Assume that 
the player number 3 from team A got the ball, so this action 
was a pass. If the player remained the same, the action 
recognized as a dribble. If the action was none of above 
mentioned so it is obvious that the other team (team B) has 
gain the ball and the action was unsuccessful. In this case, we 
will have three options: unsuccessful dribble, unsuccessful 
pass and unsuccessful shoot. If the player lose the ball near 
him, it was supposed to be unsuccessful dribble, if its 
distance with opponent goal was less that 30 and the ball was 
moving toward the goal it was an unsuccessful shoot, other 
way it was unsuccessful pass. So by following the ball owner 
in each cycle we can recognize actions as mentioned. This 
action will be class variable and ball and players‟ distance 
and action start point, will be state specifier.  

Not all players are involved in an action. Reducing data 
dimensions (attributes) caused in faster and more effective 
learning algorithm [10] so 7 players were chosen out of 22, 
based on distance calculation to ball path, and other players 
will be ignored. Each position consists of one x and one y. 
We chose three players from teammate consisted of the 
owner player, the nearest teammate to the owner and the 
nearest player to the last point of action path (the path that 
the ball passing through it during the action). Then chose 
four players among opponents consisted of the nearest player 
to the ball, nearest opponent to the last point of action path 
and two opponents near to the center of action path. After 
that we formed the dataset by players‟ positions as state and 
actions as class attribute. As shown in TABLE I actions 
consisted of pass, dribble, goal, unsuccessful pass, 
unsuccessful dribble and unsuccessful shoot. Our class 
attribute was nominal and consisted of 6 values. This means 
that classification algorithm is proper for prediction, for 
example by using positions and distances as data attribute 
and using C4.5 algorithm as classification algorithm, we 
obtain trees for predicting opponent action, and 
successfulness of each action in each situation. 

Table I.  attributes and definitions after first step pre-processing 

Attribute Definition 

Ball.x , y Ball position (x , y) 

Teammate1.x ,y The position of ball owner player (x , y) 

Teammate2.x,y The position of nearest teammate to the ball owner (x 

, y) 

Teammate3.x,y The position of nearest teammate to the final point of 

action path (x , y) 

Opponent1.x ,y The position of nearest opponent to the ball owner (x 

, y) 

Opponent2.x,y  The position of nearest opponent to the final point of 

action path (x , y) 

Opponent3,4.x,y The position of nearest opponents to the middle point 

of action path(x , y) 

Actions  Consist of pass, dribble, goal, unsuccessful pass, 

unsuccessful dribble, unsuccessful shoot  

B. Classification Algorithms and parameters 

Agent2d is one of the most popular base codes that are 
used by RoboCup developers. 43 logs from the base 
Agent2d-3.2.2 had been processed by using the above 
mentioned pre-processing algorithm and 5227 instances 
gained. Then we process this data again (the second step of 
preprocessing will be explain in section 4). Then we used 
Weka [14] software, version 3.6.10, to classify data and form 
a decision tree. Weka is an open source environment for 
knowledge analysis and data mining. In this paper we had 
used J48 for building four trees for shoot successfulness, 
dribble successfulness, pass successfulness, and predict 

opponent behavior. Then analyze each tree with 10-fold 
cross validation. 

1) J-48:  The algorithm J48 is Weka implementation of 

C4.5. The algorithm C4.5 splits data into smaller subsets 

and makes a decision by using data features [15]. C4.5 is 

based on ID3 for building Decision tree. In this algorithm by 

calculating “entropy” (the measure of data disorderness) and 

“gain” (decrease in information entropy) for possible 

attribute splits, we choose the highest gain that is the lowest 

entropy to branch on. If it reaches a completely pure subset 

that all instances have the same class attribute in a tree leaf, 

it won‟t continue that leaf any more. After building a tree it 

needs to be pruned to eliminate outliers and make tree more 

general [10], [16]. 

2) 10-fold cross validation: 10-fold cross validation is 

used as test mode. This method splits the data set into ten 

equal size subsets randomly. Each time the inducer picks out 

one part. Then trains the model with other 9 parts and tests it 

with that one part. This method estimates the accuracy by 

calculating correct classifications over the number of dataset 

instances [17]. 
After building each tree some parameters had been 

calculated for performance measurement. These parameters 

contained [18], [19]: 

 Accuracy: percentage of correctly classified test set 
samples. 

 Confusion matrix: shows how your classifier, 
classified samples. 

 TP rate: number of positive samples that have been 
predicted correctly. 

 FP rate: number of negative samples that have been 
predicted incorrectly. 

 Precision: TP/(TP+FP) 

 Recall: proportion of samples that are classified 
correctly divided by total samples in that class  

 F-Measure: combined precision and recall 

 ROC Area: the area under roc curve (it is 1in 
optimal classification and 0.5 in random choosing) 

IV. BEHAVIOR SUCCESSFULNESS & PREDICT 

OPPONENTS BEHAVIOR 
In this part, another pre-processing has been applied on 

pre-processed logs to make them ready to be classified and 
build different trees. In this section, four trees have been 
made including shoot successfulness, dribble successfulness, 
pass successfulness and predicting opponent behavior by 
which we can predict that opponent will keep the ball (hold / 
dribble) or leave it (pass / shoot). Second step pre-processing 
has been done on data in TABLE I and by filtering needed 
actions out of it, calculating distance between teammates and 
ball, calculating distance between opponents and nearest 
teammate to them, and dividing ball position into 5*5 m2 
cells (soccer simulation field is 105*65 m2 ), TABLE II has 
been gained. 

Table II.  attributes and definitions for shoot successfulness 

Attribute Definition 

Ball.x, Ball.y Ball position x/5  and ball position y/5 

Teammate 

x(1,2,3) 

The distance between teammate x and ball 

Opponent 

x(1,2,3,4) 

The distance between opponent x and nearest 

teammate to him 

Actions  It is different in following sections 

Ball.x, Ball.y Ball position x/5  and ball position y/5 

Teammate The distance between teammate x and ball 
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x(1,2,3) 

Opponent 

x(1,2,3,4) 

The distance between opponent x and nearest 

teammate to him 

Actions  It is different in following sections 

 

Fig.1 shows the diagram of the first step (explained in 

section3) and second step preprocessing and filtering for 

shoot, pass, dribble and predict. 
 

 
Figure 1.  the diagram of preprocessing

A. Shoot Successfulness 

In this part table II has 199 instances and 10 attributes and 
actions are consist of goal and unsuccessfulShoot. Then by 
applying J48 classification and 10-fold cross validation on it 
the tree in Fig.2. with 5 nodes and 3 leaves with accuracy of 
98.995% has been gained. The detailed accuracy and confusion 
matrix has been showed in Table III and Table IV. 

  
Figure 2.  Shoot successfulness J48 tree 

Table III.  detailed accuracy by class for shoot successfulness 

 TP 

rate 

FP 

rate 

precisi

on 

Recall F-

Measures 

ROC 

Area 

Class 

 0.98 0 1 0.98 0.99 0.983 goal 

 1 0.02 0.98 1 0.99 0.983 Un 

successful 
Shoot 

Weighted 

Avg 
0.99 0.01 0.99 0.99 0.99 0.983  

Table IV.  confusion matrix for shoot successfulness 

Classified as a b 

a=goal 98 2 

b=unsuccessfulShoot 0 99 

B. Dribble Successfulness 

In this part table II has 3569 instances and 10 attributes and 
actions are consist of dribble and unsuccessfulDribble. Then by 
applying J48 classification and 10-fold cross validation on it 
the tree in Fig.3. with 5 nodes and 3 leaves with accuracy of 
99.98% has been gained. The detailed accuracy and confusion 
matrix has been showed in Table V and Table VI. 

 
Figure 3.  Dribble successfulness J48 tree 

Table V.  detailed accuracy by class for dribble successfulness 

 TP 

rate 

FP 

rate 

precisi

on 

Recall F-

Measures 

ROC 

Area 

Class 

 1 0 1 1 1 1 Dribble 

 1 0 1 1 1 1 Un 

successful 

Dribble 
Weighted 

Avg 
1 0 1 1 1 1  

Table VI.  confusion matrix for Dribble successfulness 

Classified as a b 

a=dribble 2487 1 

b=unsuccessfulDribble 0 2881 

C. Pass Successfulness 

In this part table II has 3599 instances and 10 attributes and 
actions are consist of pass and unsuccessfulPass. Then by 
applying J48 classification and 10-fold cross validation on it 
the tree with 475 nodes and 238 leaves with accuracy of 
80.63% has been gained (could not be placed here because 
space limitation). The detailed accuracy and confusion matrix 
has been showed in Table VII and Table VIII. 

Table VII.  detailed accuracy by class for pass successfulness 

 TP 

rate 

FP 

rate 

precision Recall F-

Measures 

ROC 

Area 

Class 

 0.787 0.169 0.854 0.787 0.819 0.854 Pass 

 0.831 0.213 0.756 0.831 0.792 0.854 Un 

successful 
Pass 

Weighted 

Avg 
0.806 0.189 0.811 0.806 0.807 0.854  

Table VIII.  confusion matrix for pass successfulness 

Classified as A b 

a=pass 1577 427 

b=unsuccessfulPass 270 1325 

D. Predict Opponent Behaviour 

In this part table II has 3599 instances and 10 attributes. 
actions are consists of dribble, pass and shoot that has been 
gained by changing pass and unsuccessfulPass to pass, dribble 
and unsuccessfulDribble to dribble and goal and 
unsuccessfulShoot to shoot. Then by applying J48 
classification and 10-fold cross validation on it the tree with 
711 nodes and 356 leaves with accuracy of 62.84% has been 
gained (could not be placed here because of space limitation). 
The detailed accuracy and confusion matrix has been showed in 
Table IX and Table X. 

Table IX.  detailed accuracy by class for predicting opponent behavior 

 TP 

rate 

FP 

rate 

precision Recall F-

Measures 

ROC 

Area 

Class 

 0.626 0.36 0.637 0.626 0.632 0.665 Pass  

 0.64 0.35 0.625 0.64 0.632 0.682 Shoot 
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 0.422 0.01 0.484 0.422 0.451 0.772 Dribble 

Weighted 

Avg 
0.628 0.348 0.628 0.628 0.628 0.675  

Table X.  confusion matrix for shoot successfulness 

Classified as a b c 

a=pass 1646 942 40 

b=dribble 888 1592 9 

c=shoot 48 15 46 

V. ANALYZING RESULTS 
In this step we extracted rules from generated trees and 

inserted the rules in base Agent2d-3.2.2 to put our approach to 
test. We formed team A by applying our method and rules on 
agent2D. For that in each cycle the player first considers the 
state and if it matches the rule that leads to unsuccessful action 
he avoids doing that action. For example if the current state 
matches the rule that leads to unsuccessful pass the player will 
avoid pass in that cycle. Then we formed team B that was the 
original Agent2D base without any changes. 10 games between 
team A and team B were carried out to calculate the results. 
The average, standard deviation and confidence intervals for 
number of actions were calculated for team A and B in Table 
XI. Team B pass, dribble and goal means the actions that 
related to the unchanged Agent base and team A pass, dribble 
and goal means the actions that happens by the agent2d that the 
method had been applied to it. 

Table XI.  Average, standard deviation and confidence intervals for new and 
old goal scoring 

 Team B 

goals 

Team A 

goals 

Goal 

increase 

Average 1.583333 3.25 251.39% 
Standard 

deviation 
1.683251 1.448179 135.06% 

Confidence 0.799255 0.687636 64.13% 

As you can see in table XI, the average scored goal before 
and after applying our method had a great significant increase 
form 1.583±0.799 to 3.25±0.687. In other words, as it is 
showed in Table XI. As mentioned before, after applying the 
method 10 games were carried out to calculate the results 
between the changed agent2D by applying tree and original 
agent2D. And after processing these 10 log files we observe 
that after applying our method the average goal scoring was 
increased 251.39% with 64.13% confidence interval 
(alpha=0.1). So we had a great improvement in goal scoring. 
Considering that most teams use Agent2D as their base code 
this method can be applied on many of them. 

VI. CONCLUSION 
In this paper we aimed to apply data mining approach on 

RoboCup log files. For this purpose we extract and specify 
some information including the action that have been taken 
place (pass, dribble, shoot), the start point, and involving 
players, from RoboCup log files. We used C4.5, algorithm to 
mine this data to predict own and opponent action and also 
used 10-fold cross validation to evaluate resulted decision trees. 
The result showed that after applying our method on base 
agent2d-3.2.2 goal scoring was increased 251.39% with 
64.13% confidence interval (with alpha = 0.1). So applying our 
method caused improvement in reducing unsuccessful passes 
and a great improvement in goal scoring. Considering that most 
teams use Agent2D as their base code this method can be 
applied on many of them. In future we can use opponent 
prediction tree to improve mark and block by predicting the 
probable opponent that would receive pass from owner 
opponent. We can also predict opponents‟ movements without 

ball like formation, block, mark and positioning by following 
opponents players‟ sequence in continuous cycles. 
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