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Abstract: Cloud computing has become extremely popular by obviating the need for users to own and maintain complex and costly 
infrastructure. Cloud computing enables customers with limited computational resources to outsource large scale computational tasks to the 
cloud where massive computational power can be easily utilized in a pay-per-use manner. An internet based development where dynamically 
scalable and often virtualized resources are provided as a service over the internet has become significant issue. Cloud computing has paved a 
revolutionary path in this direction of distributed environment for accomplishing optimized performance, quick response time, net work resource 
utilization, and adaptability of Service Level Agreement (SLA). Cloud computing has multiple benefits as well as it is also accompanied with 
certain serious technical loopholes. In this paper we focused on one such issue of load balancing. As cloud computing is growing rapidly and 
clients are demanding more services and better results, load balancing has become a very interesting and important research area. In this paper, 
we investigate the different algorithms proposed to resolve the issue of load balancing in cloud computing. We discuss and compare various 
techniques adopted to provide latest approaches in this field. 
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I. INTRODUCTION 

With the rapid development of processing and storage 
technologies and evolution of internet, computing resources 
have become cheaper, more powerful and more ubiquitously 
available than ever before. This technological trend has 
enabled the realization of a new computing model called 
Cloud Computing, in which resources are provided as 
general utilities that can be leased and released by users 
through the internet in an on-demand fashion. 

According to Rajkumar Buyya et al.[1] “A Cloud is a 
type of parallel and distributed system consisting of a 
collection of inter-connected and virtualized computers that 
are dynamically provisioned and presented as one or more 
unified computing resource(s) based on service-level 
agreements established through negotiation between the 
service provider and consumers.” Computing is being 
transformed to a model consisting of services that are 
commoditized and delivered in a manner similar to 
traditional utilities such as water, electricity, gas and 
telephone. In such a model, users access services based on 
their requirements without regard to where the services are 
hosted or how they are delivered. 

Cloud computing is an entirely internet based approach 
where all the applications and files are hosted on a cloud 
which consists of thousands of computers interlinked 
together in a complex manner. Cloud computing incorporate 
concepts of parallel and distributed computing to provide 
shared resources: hard ware, software and information to 
computers are other devices on demand. These are provided 
as a “pay- per- use” model. The emergence of cloud 
computing [2] has made a tremendous impact on the IT 
industry over the past few years’ where large companies such 
as Google, Amazon, and Microsoft strive to provide more 
powerful, reliable and cost–efficient cloud plat forms, and 
business enterprises seek to reshape their business models to 
gain benefit from this new paradigm. To better capitalize 

their investment, the over equipped organizations open their 
infrastructure to others by exploiting the internet and 
virtualization technologies using cloud computing model. 
Virtualization forms the foundation of cloud computing as it 
provides the capability of pooling computing resources from 
clusters of servers and dynamically assigning and reassigning 
virtual resources to applications on-demand. 

The rest of this paper is organized as follows. The 
second section describes the different implementations of 
load balancing in most used distributed systems, the third 
section provides challenges of load balancing in cloud 
computing. In section four we go over the current literature 
and discuss the algorithms proposed to solve the load 
balancing issues in cloud computing environment. After that, 
we discuss and compare the relevant approaches in section 
five, followed by concluding remarks in section six. 

II. OVERVIEW OF LOAD BALANCING 

Load balancing [3] is a process of reassigning the total 
load to the individual nodes of the collective system to make 
resource utilization effective and to improve the response 
time of the job, simultaneously removing a condition in 
which some of the nodes are over loaded and some others are 
under loaded. The goal of load balancing is improving the 
performance by balancing the load among the various 
resources to achieve optimal resource utilization, maximum 
throughput, shortest response time and avoiding overload. 
With proper load balancing, resource consumption can be 
kept to a minimum which will further reduce energy 
consumption. 

To distribute load on different systems we use generally 
traditional algorithms like those used in web servers, but 
these algorithms do not always give the expected 
performance with large scale and distinct structure of service 
oriented data centers [4]. To overcome the shortcomings of 
these algorithms, load balancing has been widely studied by 
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researchers and implemented by computer vendors in 
distributed systems. 

In general load balancing algorithms follow two major 
classifications [5]:  
a. Depending on how the charge is distributed and how 

processes are allocated to nodes(system load); 
b. Depending on the information status of the nodes 

(system topology). 
In the first case it designed as central approach, 

distributed approach or hybrid approach, in the second case  
as static approach, dynamic or adaptive approach [6].  

A. Classification according to the System Load: 
a. Centralized approach: In this approach, a single node is 

responsible for managing the distribution within the 
whole system. 

b. Distributed approach: In this approach, each node 
independently builds its own load vector by collecting 
the load information of other nodes. Decisions are made 
locally using local load vectors. This approach is more 
suitable for widely distributed systems such as cloud 
computing. 

c. Mixed approach: A combination of above two 
approaches to take advantage of each approach. 

B. Classification according to the System Topology: 
a. Static approach: This approach is generally defined in 

the design or implementation of the system. 
b. Dynamic approach: This approach takes into account the 

current state of the system during load balancing 
decisions. This approach is more suitable for widely 
distributed systems such as cloud computing. 

c. Adaptive approach: This approach adapts the load 
distribution to system status changes, by changing their 
parameters dynamically and even their algorithms. This 
approach is able to offer better performance when the 
system state changes frequently [6], [7]. 

Table I.  Load Balancing Metrics 

Metric Illustration 
Response Time It is the amount of time taken to respond by a 

particular load balancing algorithm in a distributed 
system. This parameter should be minimized. 

Throughput It is used to calculate the number of tasks whose 
execution has been completed. It should be high to 
improve the performance of the system. 

Resource 
utilization 

It is used to check the utilization of resources. It 
should be optimized for an efficient load balancing. 

Overhead  It determines the amount of overhead involved while 
implementing a load balancing algorithm. It is 
composed of overhead due to movement of tasks, 
inter-processor and inter-process communication. 
This should be minimized so that a load balancing 
technique can work efficiently. 

Fault Tolerance  It is the time to migrate the jobs or resources from 
one node to other. It should be minimized in order to 
enhance the performance of the system. 

scalability It is the ability of an algorithm to perform load 
balancing for a system with any finite number of 
nodes. This metric should be improved. 

performance It is used to check the efficiency of the system. This 
has to be improved at a reasonable cost, e.g., reduce 
task response time while keeping acceptable delays. 

III. LOAD BALANCING CHALLENGES IN CLOUD 
COMPUTING 

Although cloud computing has been widely adopted, 
research in cloud computing is still in early stages and some 
scientific challenges remain unsolved by the scientific 
community, particularly load balancing challenges. 

A. Spatial Distribution of Cloud nodes: 
Some algorithms are designed to be efficient only for an 

intranet or closely located nodes where communication 
delays are negligible. However, it is a challenge to design a 
load balancing algorithm that can work for spatially 
distributed nodes. There is a need to develop a way to control 
load balancing mechanism among all the distributed nodes 
while being able to effectively tolerate high delays [8]. 

B. Storage/Replication: 
A full replication algorithm does not take efficient 

storage utilization into account. This is because the same data 
will be stored in all replication nodes. Full replication 
algorithms impose higher costs since more storage is needed. 
However, partial replication algorithms could save parts of 
the data sets in each node with certain level of overlap based 
on each node’s capabilities such as processing power and 
capacity [9]. This could lead to better utilization, yet it 
increases the complexity of load balancing algorithms as they 
attempt to take into account the availability of the data set’s 
parts across the different cloud nodes. 

C. Algorithm Complexity: 
Load balancing algorithms are preferred to be less 

complex in terms of implementation and operations. The 
higher implementation complexity would lead to a more 
complex process which could cause some negative 
performance issues. Furthermore, when algorithms require 
more information and higher communication for monitoring 
and control, delays would cause more problems and 
efficiency will drop. Therefore, load balancing algorithms 
must be designed in the simplest possible forms [10].  

D. Point of Failure: 
Controlling the load balancing and collecting data about 

the different nodes must be designed in a way that avoids 
having a single point of failure in the algorithm. Some 
algorithms (centralized algorithms) can provide efficient and 
effective mechanisms for solving the load balancing in a 
certain pattern. However, they have the issue of one 
controller for the whole system. In such cases, if the 
controller fails, then the whole system would fail. Any load 
balancing algorithm must be designed in order to overcome 
this challenge [11]. Distributed load balancing algorithms see 
to provide a better approach, yet they are much more 
complex and require more coordination and control to 
function correctly. 

E. Energy Management: 
The benefits that advocate the adoption of the cloud is 

the economy of scale. Energy saving is a key point that 
allows a global economy where a set of global resources will 
be supported by reduced providers rather that each one has 
its own resources. Small data centers can be more beneficial, 
cheaper and less energy consumer than large datacenter. 
Small providers can deliver cloud computing services 
leading to geo-diversity computing. Load balancing will 
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become a problem on a global scale to ensure an adequate 
response time with an optimal distribution of resources. 

IV. LOAD BALANCING ALGORITHMS REVIEW 

In this section we discuss the most known contributions 
in the literature for load balancing in Cloud computing. We 
first discuss the static load-balancing algorithms that have 
been developed for cloud computing. Then, we will discuss 
the dynamic load-balancing algorithms. 

A. Static Load Balancing Algorithms: 
The decisions related to balancing of load will be made 

at compile time when resource requirements are estimated. 
These algorithms assign the tasks to the nodes based on the 
ability of the node to process new requests. The process is 
based solely on prior knowledge of the node’s properties and 
capabilities. The advantage of these algorithms is the 
simplicity with respect to both implementation and overhead, 
since there is no need to constantly monitor the nodes for 
performance statistics. Static algorithms do not consider 
dynamic changes of the load during run time. 

Radojevic et al. [12] suggested an algorithm called 
CLBDM (Central Load Balancing Decision Model). This is 
an improvement of the Round Robin algorithm which is 
based on session switching at the application layer.  The 
improvement done in CLBDM is that the connection time 
between the client and the node in the cloud is calculated and 
if the connection time exceeds a threshold then there is an 
issue. If an issue is found, the connection will be terminated 
and the task will be forward to another node using the regular 
RR rules. CLBDM acts as an automated administrator. The 
idea was inspired by the human administrator point of view. 

Nishant Kumar et al. [13] proposed an improvement 
version of the algorithm presented in [14]. Both algorithms 
are using ant’s behavior to gather information about the 
cloud nodes to assign the task to a specific node. However, 
the algorithm in [14] has the ants’ synchronization issue and 
the authors in [13] are trying to solve this issue by adding the 
feature ‘suicide’ to the ants. Both algorithms work in the 
following way, once a request is initiated the ants and 
pheromone are initiated and the ants start their forward path 
from the ‘head’ node. A forward movement means that the 
ant is moving from one over loaded node looking for the next 
node to check if it is over loaded or not. Moreover, if the ant 
finds an under loaded node, it will continue its forward path 
to check the next node. If the next node is an over loaded 
node, the ant will use the backward movement to get to the 
previous node. The improvement of the algorithm proposed 
in [13] is that the ant will commit suicide once it finds the 
target node, which will prevent unnecessary backward 
movements. 

The algorithm proposed in [15] is an addition to the Map 
Reduce algorithm [16]. Map Reduce is a model which has 
two main tasks: It maps tasks and Reduce tasks results. There 
are three methods in this model. They are part, comp and 
group. Map Reduce first executes the part method to initiate 
the mapping of tasks. At this step the request entity is 
partitioned into parts using map tasks. Then the key of each 
part is saved into a hash key table and comp method does the 
comparison between the parts. After that, the group method 
groups the parts of similar entities using the reduce tasks. 
Since several map tasks can read entities in parallel and 
process them, this will cause the Reduce tasks to be 

overloaded. Therefore, it is proposed to add one more load 
balancing level between the map tasks and reduce task to 
decrease the overload on these tasks. The load balancing in 
the middle divides only the large tasks into smaller tasks and 
then the smaller blocks are sent to the reduce  tasks based on 
their availability.  

Junjie proposed a load balancing algorithm [17] for the 
private cloud using virtual machine to physical machine 
mapping. The architecture of the algorithm contains a central 
scheduling controller and a resource monitor. The scheduling 
controller does all the work for calculating which resource is 
able to take the task and then assigning the task to that 
specific resource. The resource monitor does the job of 
collecting the details about the resource availability. The 
process of mapping tasks goes through for main phases, 
which are: accepting the virtual machine request, then getting 
the resources details using the resource monitor. After that, 
the controller calculates the resources ability to handle tasks 
and the resource that gets the highest score is the one 
receiving the task. Finally, the client will be able to access 
the application. 

B. Dynamic Load Balancing Algorithms: 
Dynamic load balancing algorithms take into account 

the different attributes of the node’s capabilities and network 
bandwidth. Most of these algorithms rely on a combination 
of knowledge based on prior gathered information about the 
nodes in the cloud and run-time properties collected as the 
selected nodes process the task’s components. These 
algorithms assign the tasks and may dynamically reassign 
them to the nodes based on the attributes gathered and 
calculated. Such algorithms require constant monitoring of 
the nodes and task progress and are usually harder to 
implement. However they are more accurate and could result 
in more efficient load balancing. 

In [18] the goal is to find an algorithm to minimize the 
data duplication and redundancy. The algorithm proposed is 
called INS (Index Name Server) and it integrates de-
duplication and access point selection optimization. There 
are many parameters involved in the process of calculating 
the optimum selection point. Some of these parameters are 
the Hash code of the block of data to be downloaded the 
position of the server that has the target block of data, the 
transition quality which is calculated based on the node 
performance and a weight judgment chart, the maximum 
bandwidth of downloading from the target server and the 
path parameter. 

Ren [19] presented a dynamic load balancing algorithm 
for cloud computing based on an existent algorithm called 
WLC (weighted least connection). The WLC algorithm 
assigns tasks to the node based on the number of connections 
that exist for that node. This is done based on a comparison 
of the SUM of connections of each node in the cloud and 
then the task is assigned to the node with least number of 
connections. The proposed algorithm is called ESWLC 
(Exponential Smooth Forecast based on Weighted Least 
Connection). ESWLC improves WLC by taking into account 
the time series and trails. That is ESWLC builds the 
conclusion of assigning a certain task to a node after having a 
number of tasks assigned to that node and getting to know 
the node capabilities. ESWLC builds the decision based on 
the experience of the node’s CPU power, memory, number 
of connections and the amount of disk space currently being 
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used. ESWLC then predicts which node is to be selected 
based on exponential smoothing. 

Dinesh et al. [20] proposed an algorithm HBBLB 
(Honey Bee Behavior inspired Load Balancing). Here in this 
algorithm well load balance across the virtual machines for 
maximizing the throughput. The load balancing in cloud 
computing can be achieved by modeling the foraging 
behavior of honey bees. This algorithm is derived from the 
behavior of honey bees that uses the method to find and reap 
food. In bee hives, there is a class of bees called the scout 
bees and another type was forager bees. The scout bee which 
forage for food sources, when they find the food, they come 
back to the beehive to advertise this news by using a dance 
called waggle/tremble/vibration dance. The purpose of this 
dance, gives the idea of the quality and/or quantity of food 
and also its distance from the beehive. Forager bees then 
follow the Scout Bees to the location that they found food 
and then begin to reap it. After that they return to the beehive 
and do a tremble or vibration dance to other bees in the hive 
giving an idea of how much food is left.  

The tasks removed from the overloaded VMs act as 
Honey Bees. Upon submission to the under load VM, it will 
update the number of various priority tasks and load of tasks 
assigned to that VM. This information will be helpful for 
other tasks, i.e., whenever a high priority has to be submitted 
to VMs, it should consider the VM that has a minimum 
number of highpriority tasks so that the particular task will 
be executed earlier. Since all VMs are sorted in an ascending 
order, the task removed will be submitted to under loaded 
VMs. Current workload of all available VMs can be 
calculated based on the information received from the data 
center. Advantages are maximizing the throughput; waiting 
time on task is minimum and overhead become minimum. 
The disadvantage is if more priority based queues are there 
then the lower priority load can be stay continuously in the 
queue. 

The paper in [21] proposes an algorithm called Load 
Balancing Min-Min (LBMM). LBMM has a three level load 
balancing frame work. It uses the Opportunistic Load 
Balancing algorithm (OLB) [22]. OLB is a static load 
balancing algorithm that has the goal of keeping each node in 
the cloud busy. But OLB does not consider the execution 
time of the node. LBMM improves OLB by adding a three 
layered architecture to the algorithm. The first level of the 
LBMM architecture is the request manager which is 
responsible for receiving the task and assigning it to one 
service manager in the second level. When the service 
manager receives the request, it divides it into subtasks to 
speed up processing that request. A service manager would 
also assign the subtask to a service node which is responsible 
for executing the task. The service manager assigns the tasks 
to the service node based on different attributes such as the 

remaining CPU space (node availability), remaining memory 
and the transmission rate. 

V. DISCUSSION AND COMPARISION 

In this section we discuss the different algorithms that 
were discussed in section IV. We also compare these 
algorithms based on the challenges discussed in section III. 

As discussed earlier, the different approaches offer 
specific solutions for load balancing that suit some situations 
but not others. The statics algorithms are usually very 
efficient in terms of overhead as they do not need to monitor 
the resources during run-time. So they would work very well 
in a stable environment where operational properties do not 
change over time and loads are generally uniform and 
constant. The dynamic algorithms on the other hand offer a 
much better solution that could adjust the load dynamically 
at run-time. However this feature leads to high overhead on 
the system as constant monitoring and control will add more 
traffic and may cause more delays. Some newly proposed 
dynamic load balancing algorithms tries to avoid this 
overhead by utilizing novel task distribution models. 

Table II shows a comparison among the review 
algorithms. The comparison shows the positives and negative 
points of each algorithm. For example, the INS algorithm is 
able to handle the load balancing dynamically. However, the 
provided algorithm is complicated which could cause high 
implementation complexity. Furthermore, the CLDBM 
algorithm solves the problem of having a human 
administrator needed all the time to control the system, by 
providing a centralized controller. But, if the centralized 
controller fails any time the whole system will not be able to 
operate, which will cause a system failure. Having a backup 
of the central controller could solve the issue for CLDBM in 
case of failure. As for the ant colony approach, we can see 
that the decentralized approach provides a good solution to 
the single point of failure issue. But it could easily cause a 
network overhead due to large number of dispatched ants. 
This algorithm can be further improved by introducing better 
evaluation mechanisms that take into consideration the status 
of the node and its current available resources. HBBLB 
mechanism can maximize the throughput by reducing the 
task waiting time in the queue with minimum overhead. But 
in this algorithm low priority task continuously stay in the 
queue. OLB might cause the tasks to be processed in a 
slower manner and will cause some bottle necks since 
requests might be pending waiting for nodes to be free. This 
can be avoided by adding a three layered architecture to the 
OLB which is LBMM. 

Table III illustrates a comparison between the reviewed 
algorithms in terms of the challenges discussed in section III. 
 
 

Table II.  Merits and demerits of Load Balancing Algorithms 

Algorithms Merits  Demerits  
INS • Initially proved to handle some sort of 

dynamic load balancing. 
• No forecasting algorithm to identify the future behavior of the nodes. 
• Complicated in terms of implementation. 
• Only certain parameters are considered such as distance and time. 

ESWLC 
 
 
 
 

  

• More accurate results than WLC. 
 

• Complicated. 
• Predication algorithm requires existing data and long processing time. 
 
 
 



G.Narendrababu Reddy et al, International Journal of Advanced Research in Computer Science, 5 (4), April 2014 (Special Issue), 157-162 

© 2010-14, IJARCS All Rights Reserved                                                                                                         161 CONFERENCE PAPER 
Two day National Conference on Innovation and Advancement in Computing 

Organized by: Department of IT, GITAM UNIVERSITY Hyderabad (A.P.) India 
Schedule: 28-29 March 2014 

CLDBM • Solves issues of Round Robin 
algorithm. 
• Automated tasks forwarding reduce 
the need for a human administrator. 

• Inherits Round Robin issues such as not talking into consideration node 
capabilities. 
• Single point of failure’ if CLBDM fails’ the whole process fails. 
• The threshold might not be applied to all cases. 

ANT COLONY • Best case scenario is that the under 
loaded node is found at beginning of the search. 
• Decentralized’ no single point of 
failure. 
• Ants can collect the information 
faster. 

• Network overhead because of the large number of ants. 
• Points of initiation of ants and number of ants are not clear. 
• Nodes status change after ants’ visits to them is not taken into account. 
• Only availability of node is being considered’ while there are other factors 
that should be taken into consideration. 

Enhanced Map 
Reduce 

• Less overhead for the reduce tasks. • High processing time. 
• Reduce tasks capabilities are not taken into consideration. 

VM Mapping • Reliable calculation method. • Single point of failure. 
• Does not take into account network load’ and node capabilities. 

HBB • Maximizing the throughput. 
• Waiting time of the task is minimum. 
• Low overhead. 

• Low priority load become continuously stay in the queue. 

LBMM • Reliable  • Slower than other algorithms because work must pass through three layers to 
be processed. 

Table III.  Comparision of Load Balancing Algorithms 

 Replication Speed Heterogeneity SPOF Network 
Overhead 

Spatially  
Distributed 

Implementation 
Complexity 

Fault 
tolerance 

INS Partial Moderate Yes Yes Yes Yes High No 

ESWLS Full Fast Yes No Yes Yes High Yes 

CLBDM Full Slow Yes Yes Yes Yes Low No 

Ant colony Full Fast No No Yes No No Yes 

Map Reduce Full Slow Yes No Yes Yes High Yes 

VM Mapping Full Fast Yes Yes Yes No High Yes 

HBB Full Fast Yes No Yes Yes Low Yes 

LBMM Full slow yes No Yes Yes Low No 

VI. CONCLUSION 

In last few years we assist to emergence of cloud 
computing model which will rapidly changes the landscape 
of information technology. However, despite the significant 
benefits offered by cloud computing, the current technologies 
are not enough mature. Many key challenges in this domain 
should be addressed by research community. In this paper, 
we surveyed multiple load balancing algorithms for cloud 
computing. We discussed the challenges that must be 
addressed to provide the most suitable and efficient load 
balancing algorithms. We also discussed advantages and 
disadvantages of these algorithms. Then we compared the 
existing algorithms based on the challenges we discussed.  

There is a need to develop an energy efficient load 
balancing technique that can improve the performance of 
cloud computing by balancing the work load across all the 
nodes in the cloud along with maximum resource utilization, 
in turn reducing energy consumption and carbon emission to 
an extent which will help to achieve Green Computing. 
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