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Abstract: A sensor network is composed of a large number of autonomous sensor nodes, which are densely deployed in the area of interest that is 
either inside the phenomenon or very close to it. Routing is an important operation, being the foundation of data exchanging between wireless 
devices. Zone Routing Protocol was the first hybrid routing protocol with both a proactive and a reactive routing components. ZRP was proposed to 
reduce the control overhead of proactive routing protocols and decrease the latency caused by route discovery in reactive routing protocols. ZRP 
defines a zone around each node consisting of a number of neighbourhoods. During this research work, the hybrid routing protocol ZRP is applied in 
wireless sensors and the corresponding performance of the network is measured in terms of overhead, delay and throughput. The main motive is to 
emphasis on routing process so that it can be enhanced with hybrid routing and the goals should be achieved. It is quantified that zone routing is more 
powerful than any other individual routing component and also during implementation of ZRP in Wireless Sensors some new scenarios are taken 
according to perspectives. 
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I. INTRODUCTION 

A Wireless Sensor Network is a self-configuring 
network of small sensor nodes communicating among 
themselves using radio signals, and deployed in quantity to 
sense, monitor and understand the physical world. The 
wireless sensor nodes are called motes, and are deployed 
within a special area to monitor a physical phenomenon. 
WSN devices have severe resource constraints in terms of 
energy, computation and memory [1]. An illustration that 
comprises Sensor nodes, their communication and topology 
is given in Figure1. 
 
 
 
 
 
 
 
 
 

Figure1: Sensor nodes deployed, Gateway and nodes 
communication to the Server or Base Station [2] 

 

Figure1: Sensor nodes deployed, Gateway and nodes 
communication to the Server or Base Station [2] 

 
Wireless sensors sense the information, then all the data is 

collected by the gateway sensor node such as a sink node, 
which further relay it to the server or Base Station where data 
analysis is performed. Today, it has a very wide range of 
applications such as environment monitoring, forest fire 
detection, landslide detection, greenhouse monitoring etc[3] 

In other words, it consists of a set of small devices with 
sensing and wireless communication capabilities. A huge 
number of these small devices configure the network and 
these motes have capabilities such as: Computational 
capabilities, Sensing capabilities and Communication 
capabilities.  

There has been a long history of remote sensing. The 
evolution of the sensor network has been started from 1950s. 
During this period a system of long range acoustic sensors 
called Sound Surveillance System (SOSUS) has been 
deployed in the deep basins of the Atlantic and Pacific oceans 
for sub-marine surveillance.  

Networks of air defence radars can be regarded as an 
example of networked large scale sensors. Both the ground 
based radar systems and Airborne Warning and Control 
System (AWACS) planes are integrated in to such networks 
to provide all whether surveillance, command, control and 
communications. In 1980s and 1990s, the Co-operative 
Engagement Capability (CEC), was developed as a military 
sensor network, in which information gathered by multiple 
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radars was shared across the entire system. This was used for 
a consistent view of battle field.  

The characteristics of the wireless sensor network: a 
WSNs consist of a large number of low power, low cost and 
multi function sensor network. These sensor nodes are small 
in size .But equipped with sensor, embedded microprocessor 
and radio transceivers.  

Dense node deployment: the sensor nodes are used 
densely deployed in a field of interest. A number of sensor 
nodes in a sensor network can be several orders of magnitude 
higher than in a MANET [2].  

Self configurable: The sensor nodes are deployed usually 
randomly without careful planning. Once deployed, sensor 
nodes have to autonomously configure themselves into a 
communication networks.  

Battery-power sensor node: the sensor node powered by 
battery. They are deployed in a hostile environment, where it 
is very difficult to change or recharge the batteries.  

Routing is very important process in wireless sensors. 
Zone routing is divided into two main components which are 
IARP and IERP. IntraZone protocol is a proactive routing 
protocol. IARP is used inside routing zones. A route to a 
destination within the local zone can be established from the 
source's proactively cached routing table by IARP.  

The motivation for this work includes the research on 
already implemented proactive and reactive routing protocols 
in wireless sensor networks. This brings an idea to my mind 
that if these isolated protocols are implemented then why not 
we can combine their features and then implement it in WSN. 
Then I come to know that Zone routing is an important 
concept and it was implemented in Ad-hoc networks. With 
the proper guidance from my Guides, I made a detailed 
research on it and then implement ZRP in wireless sensors 
and quantify its performance. It was really an interesting and 
systematic journey which incorporates a lot of hard work, 
effort, determination and creativity. 

II. PROACTIVE AND REACTIVE ROUTING 

A reactive routing protocol tries to find a route from S to 
D only on-demand i.e., when the route is required, for 
example, DSR and AODV are such protocols.  The main 
advantage of a reactive protocol is the low overhead of 
control messages. A reactive routing protocol tries to find a 
route from S to D only on-demand i.e., when the route is 
required, for example, DSR and AODV are such 
protocols.The main advantage of a reactive protocol is the 
low overhead of control messages. However, reactive 
protocols have higher latency in discovering routes [4]. 

It is possible to exploit the good features of both reactive 
and proactive protcols and the Zone routing protocol does 
that. The proactive part of the protocol is restricted to a 
small neighbourhood of a node and the reactive part is used 
for routing across the network. This reduces latency in route 
discovery and reduces the number of control messages as 
well.  

Each node “S“ in the network has a routing zone. This is 
the proactive zone for S as S collects information about its 
routing zone in the manner of the DSDV protocol. If the 

radius of the routing zone is “r“, each node in the zone can 
be reached within r  hops from S. The minimum distance of 
a peripheral node from S is r (the radius). All nodes except L 
are in the routing zone of S with radius 2 (illustrated in 
Figure2) [5]. 

The routing in ZRP is divided into two parts : 

A. Intrazone routing:  
It is defined as the routing where the packet  is sent 

within the routing zone of the source node to reach the 
peripheral nodes.  Intra-zone protocol [5]  is a proactive 
routing protocol.  IARP is used inside routing zones. A 
route to a destination within the local zone can be 
established from the source's proactively cached routing 
table by IARP [1]. 

B. Interzone routing:  
It is defined as the routing Where the packet is sent from 

the peripheral nodes towards the destination node. IntErzone 
[5]  Routing Protocol (IERP) is a global reactive routing 
component of ZRP. It determine the proper route only when 
required (on-demand) [1]. 
 

 
Figure2:sensor nodes with in and outside Zone 

Each node collects information about all the nodes in its 
routing zone proactively. This strategy is similar to a 
proactive protocol like DSDV. Each node maintains a route 
table for its routing zone, so that it can find a route to any 
node in the routing zone from this table. In the original ZRP 
proposal, intrazone routing is done by maintaining a link 
state table at each node. Each node periodically broadcasts a 
message similar to a hello message. We call this message as 
a zone notification message.  

Suppose the zone radius is r, for r>1, A hello message 
dies after one hop, i.e., after reaching a node´s neighbours. 
A zone notification mesage dies after “r“ hops, i.e., after 
reaching the node´s neighbours at a distance of  “r“ hops.  

Each node receiving this message decreases the hop 
count of the message by one and forwards the message to its 
neighbours. The message is not forwarded any more when 
the hop count is zero. Each node P keeps track of its 
neighbour Q from whom it received the message through an 
entry in its link state table. P can keep track of all the nodes 
in its routing zone through its link state table.  

The interzone routing discovers routes to the destination 
reactively. Consider a source (S) and a destination (D). If D 
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is within the routing zone of S, the routing is completed in 
the intrazone routing phase. Otherwise, S sends the packet to 
the peripheral nodes of its zone through bordercasting.  

The bordercasting to peripheral nodes can be done 
mainly in two ways, First is by maintaining a multicast tree 
for the peripheral nodes. S(source) is the root of this tree. [6] 
Otherwise, S maintains complete routing table for its zone 
and routes the packet to the peripheral nodes by consulting 
this routing table. S sends a route request (RREQ) message 
to the peripheral nodes of its zone through bordercasting. 
(illustrated in Figure4) [7]. 

Each peripheral node P executes the same algorithm. 
First, P checks whether the destination D is within its 
routing zone and if so, sends the packet to D. Otherwise, P 
sends the packet to the peripheral nodes of its routing zone 
through bordercasting. (illustrated in Figure3) 
 

 
Figure3: source to destination communication through various nodes[3] 

If a node P finds that the destination D is within its 
routing zone, P can initiate a route reply. Each node appends 
its address to the RREQ message during the route request 
phase. This is similar to route request phase in DSR. This 
accumulated address can be used to send the route reply 
(RREP) back to the source node S. (ilustrated in Figure5). 

An alternative strategy is to keep forward and backward 
links at every node´s route table similar to the AODV 
protocol. This helps in keeping the packet size constant. A 
RREQ usually results in more than one RREP and ZRP 
keeps track of more than one path between S and D. An 
alternative path is chosen in case one path is broken.  
ZRP: Example with Zone Radius , r = 2  

Zone radius is the parameter used to create zones over 
the deployment area. In the following figure there are five 
zones are created, S is source , D is destination and all other 
are border nodes.  
 

 
Figure4: Route Request  [8] 

                    Denotes route request, S performs route 
discovery for D 

As illustrated in Figure5, E knows route from E to D, so 
route request need not to be forwarded to D from E.        

 

 
Figure5: Route Reply [2] 

               Denotes route reply   
 

 
Figure6: Data Transfer [3] 

           Denotes route taken by data 
After collecting all the information regarding the 

desination , the Source send all the packets and the packets 
follow the discovered route. It is conspicuous in Figure6. 

III. ARCHITECTURE OF ZRP 

The Zone Routing Protocol, as its name implies, is based 
on the concept of zones. A routing zone is defined for each 
node separately, and the zones of neighbouring nodes 
overlap. The routing zone has a radius “r” expressed in 
hops. The zone thus includes the nodes, whose distance 
from the intended node is at most r hops. 
 
  ZRP 
 
 
                       
                      
                                                            Inter process comm.. 

                                                                            
                                                  Packet flow 

 
 
             

               Figure7: ZRP architecture [4] 
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The relationship between the components is illustrated in 
Figure7.  IARP, IERP and BRP are defined on Network 
layer and NDP is defined on the MAC Sub-layer of Data 
Link layer. Route updates are activated by NDP, which 
notifies IARP, when the neighbour table is updated. IERP 
[5] uses the routing table of IARP to respond to route 
queries. IERP forwards queries with BRP. BRP [5] uses the 
routing table of IARP to guide route queries away from the 
query source. [6] 

In order to detect new neighbor nodes and link failures, 
the ZRP relies on a Neighbor Discovery Protocol (NDP) 
provided by the Media Access Control (MAC) layer. NDP 
transmits “HELLO” beacons at regular intervals [1]. After 
receiving a beacon, the neighbor table is updated. 
Neighbors, for which no beacon has been received within a 
specified time, are removed from the table. If the MAC 
layer does not include a NDP, the functionality must be 
provided by IARP. [5] 

IV. PROBLEM FORMULATION 

Routing is the process of selecting optimal pathway over 
the network to route the traffic. In case of Table Driven 
Routing Protocol or Proactive routing each node maintains 
one or more tables containing routing information to every 
other node in the network. Tables need to be consistent and 
up-to-date view of the network. Updates propagate through 
the network. E.g. DSDV, OLSR, WRP etc [9]. 

On the other hand, Source Initiated On demand routing 
protocol is Reactive in nature. It uses on-demand style, and 
creates routes only when it is desired by the source node. 
When a node requires a route to a destination, it initiates a 
route discovery process [10]. Route is maintained until 
destination becomes unreachable, or source no longer is 
interested in destination. E.g.: AODV, DSR etc [11].  ZRP is 
a hybrid protocol that incorporates the merits of on demand 
and proactive routing protocol, which provides efficient and 
fast discovery of route [12]. It limits the scope of the 
proactive procedure only to the node’s local neighbourhood. 
So in such a way ZRP protocol reduces the waste associated 
with routing update traffic of proactive routing to the limited 
number of zone members. On the other hand, performance 
and throughput becomes efficient as the querying is 
performed on selected nodes in the network, rather than 
flooding queries all over the network [3]. 

ZRP is already implemented in wireless ad hoc networks 
and this hybrid protocol generates better results rather than 
the individual proactive or reactive components [13]. So, 
this brings an idea in my mind that why not I can implement 
hybrid routing protocol ZRP in wireless sensor networks. I 
implemented it and quantify its performance in WSN, and it 
really became more efficient routing protocol than others as 
well as previous implementations [1]. 

V. METHODOLOGY 

a. First of all obtain the co-ordinate position of 
complete deployment area.  

b. Then Compute the deployment area. Divide the 
deployment area into n equal no. of zones.  

c. Obtain the co-ordinate point for each sensor node 
with in the deployment area using hello packets.  

d. Now based on the co-ordinate positions of sensor 
nodes divide the deployment area into zones in a way 
that the concentration of a sensor nodes with in each 
zone should be approximately same.  

e. Associate each node-id with its zone-id. Each node 
with in the zone will now send hello packets & form 
communication link with the neighbors found in its 
zone.  

f. From this  step we will obtain a mesh out of which 
we can obtain a best tree for routing packets from 
source to destination.(the best tree can be obtained 
using min spanning tree). 

g. Compute the energy level of each node within the 
zone [14]. 

h. Based on the energy level the nodes with the highest 
energy level will now act as root of the tree. The root 
node will act as sink node as well as the Bordercast 
node [15]. 

i. This sink node will aggregate the data and transfer it 
according to the algorithms implemented. 

j. The Source node communicates to the Sink node and 
it further convey to the destination node when the 
data is to be transferred within the zone by using 
IARP. 

k. The Sink nodes communicate to each other with in 
the deployment area using IERP to transfer data, 
rather than to other relay nodes, which reduces the 
overhead and delay. 

l. The root node or Sink node will communicate or 
form a link with the base station, when the 
Destination-id does not exist in the created zones. 

m. The Base Station will communicate to all the Sink 
nodes of each and every zone, when the Source-id 
does not exist in the created zones, means Source is 
somewhere outside the created zones, but the 
destination exists in the created zones. 

n. When Source as well as Destination exists outside 
(unknown) the created zones, the system discards 
that data and terminates. 

VI. PROPOSED ALGORITHM 

A. Intrazone routing protocol Algorithm: 
Initially the routing table at each node is empty. For each 

entry in local routing table, if the entry is out-of-date, i.e. 
Life time is expired, the entry does not need to be sent; this 
entry will be deleted from RT table. The border nodes will 
not be in the local zone range of receivers (distance > zone 
radius). The source does not need to send entries of its 
border nodes; only need to send the update message about 
its interior nodes (distance < zone radius). After getting all 
entries from the RT table, add the update message header, 
which contains the source information and the total entry 
count. This update message will be broadcasted using IARP 
protocol.  
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Figure8: IARP create update message 

All node in the zone receives the broadcast message. It 
first extract the routing information from the souce header. 
Then it updates or adds the routing entry to the source in its 
RT table. As the source is directly reachable , next node in 
the entry should be the source address and distance is one 
hop. Furthermore , this source address will become next 
node in the path. IARP Receiving update algorithm is shown 
as in Figure9. 
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                                No  
 
 
 

                Figure9: Receive IARP update message 

B. Interzone Routing Protocol Algorithm: 
Whenever a destination is not in one’s local routing 

zone, an IERP route discovery begins. First, the program 
searches the query table to see whether the destination query 
exists. If the query exists and the route path is known, a 
“Ready to Send Packets” message is return; if the query 
exists but no route path is available, the procedure must wait 
until the reply message of previous query is returned or is 
time out; otherwise a route to the destination must be 
queried. IERP will form a query message, after recording 
the query information in query table and ET table, and 
setting the timer for maximum waiting time out for getting 
the query reply , the query message is broadcasted via the 
IARP protocol. The returned reply message will include an 
accumulated route path to the destination. A single query 
may return multiple route path replies; the best route is 
selected for transfer. If the query waiting time count is 
timeout, which means the destination can’t reach or delay is 
too long, a “destination can’t  be found” error message is 
produced after the query entry in query table is erased. 
 
 
 
 
      yes 

 
                                                              yes 
 
                       No 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

                    No         
 

Yes 
 
 
 

Figure10: IERP message sending 

In the query processing, first, the node needs to check 
the query information in its ET table. If the query has been 
early detected, early termination will occur to end the query 
forwarding. Otherwise, if the query is first time received, it 
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will record the query information in ET table. Next, after 
decreasing the hop count by one, the node checks if the 
query reaches a border node. If not, this interior node will 
re-broadcast the query message to its neighboring nodes. If 
the query reaches a border node, the border node will check 
if the destination is reachable within its local zone. If the 
border node can’t find the destination in its local routing 
table (unreachable) , it resets hop count to the zone radius 
and overwrites sender with this border node address, then 
continue to broadcast this query. If the destination is within 
the local zone of this border node, it will invoke the 
procedure to create and send a reply message back to the 
querying source. Certainly, a query can’t spread out the 
entire network forever; it must be dropped when it reaches a 
zone count limit setting in the source query message.   
 
 
 
 
                                                    y 
 
 
 
 
 
 
                                                                 
 
 
                                                       Intermediate node 
                                                        n 
 
 
 
Border Node 
 
 
                                                           
                                                           y 
 
 
 
                             n 
                                                  y        
 
                    n 
 
 
 
 

 

Figure11: IERP Process Query 

Route reply message is to be returned back to the queried 
source by the border node within the zone. The route in 
reply message accumulates the whole path from source to 
destination. A route discovery procedure finishes after the 
accumulated information is stored in query table. 

 
 
 
                                                       
                                     
                            yes 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure12: IERP Reply 

VII. EXPERIMENTAL RESULT 

Simulation is performed in MATLAB. Deployment area 
is displayed according to given inputs. The deployment area 
is measured according to the parameters length and breadth. 
The scenario is dynamic in nature that is nodes may vary in 
zones.  
 

 
Figure13: Deployment of equal number of sensor nodes in the created 

zones 

The above diagram shows the positioning of sensor 
nodes in the created zones. The same number of sensors is 
deployed in each zone. In our scenario we have taken 7 
sensors in each zone. Red color node acts as a sink node as 
well as the border node in each zone, that aggregates, 
identifies the particular destination in its zone or it 
communicates with other sinks according to algorithm for 
that particular destination. 
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Figure14: Transfer of data with in the zone using IARP 

The diagram shows the transfer of data with in the zone 
through IARP component of ZRP. The source node (206) 
communicates to the sink node through the intermediate 
relaying nodes. The sink node identifies the destination with 
in the zone using algorithmic part. It becomes Green, when 
it receives a request and finds the path up to the destination 
node (202). 
 

 
Figure15:  Transfer of data between different zones using IERP 

The data is transferred outside the zone by using IERP. 
In the above graph the source sensor node communicates to 
the sink node, and it checks for the destination outside the 
zone by communicating to the sink nodes (border nodes) in 
other zones as per the algorithm. The sink node in the local 
zone transfer the request to its neighbour zone’s sinks. 

First of all, the sender sends the data to the sink or the 
border node of second zone as illustrated, it broadcasts the 
data to the border nodes of its neighbours. They will check 
for the destination. If it is not there they will communicate 
further with other zone’s sink node and the process will 
continue until it reaches to the destination. When the sink 
node in the particular zone recognizes the sensor, it replies 
to the source sink node and data is to be transferred. 

When the destination is out of zones created in the 
deployment area, the destination is first found out in all the 
zones and when it does not finds, the last zone sink node or 
border node communicates to the Base station, because the 
destination may be exist in some outer deployment area.  

 
Figure16: Communication to the Base Station when Destination is Out of 

zones 

In the above illustration, the source node is 204 and the 
destination node is 902. We have created only seven zones 
and the sensor-id 902 is not present in these zones. So in 
such a case when source is with in the zone and destination 
is outside the created zones then the sink of the last zone 
communicates to the base station. 
 

 
Figure17: communication through Base station when Source is in some 

unknown zone 

When the source exists in some unknown zone but the 
destination exist in our created zones. It means the data 
comes from some outside zone. Then the base station 
communicates to the sink of all the zones and establishes a 
connection and creates a database.  In this scenario if the 
packet comes from outside area for the known destination 
zone the base station will send the request to all the sinks, 
the particular sink recognizes that the destination is in its 
zone, it becomes green and it will forward data to the 
specific destination according to its records of all the sensors 
in that zone. 

In the above Scenario, the source node is present out of 
zones having Sensor-id is 904 and the destination is 202. 
Base Station transfers the request to all the sinks of in every 
zone. The specific sink node becomes green and it forwards 
the data to 202. 
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VIII. RESULTS AND ANALYSIS OF IMPLEMENTED 
ALGORITHM 

 
Figure 18 : Energy consumption during data transfer 

 
Figure19: Graph shows zone radius versus Energy 

As the Zone radius increases, the size of each zone 
increases due to which processing power in each zone varies 
and when the zone radius increases energy required in each 
zone also increases [16]. 
 

 
Figure 20: Graph shows the result comparison of Throughput and packet 

delivery ratio 

The Figure20 shows that as the packet generation 
interval increases the throughput of the system improves and 
it never degrades. The yellow line represents the packet 

generation rate and the red line shows the corresponding 
Throughput of the system.  

Table I : Showing Packet Generation Interval and corresponding Packet 
Delivery Ratio and Throughput 

Packet Generation 
Interval(ms) 

Packet Delivery 
Ratio 

Throughput 
(kbps) 

02 1060 1160 

04 1100 1220 

06 1130 1260 

. . . 

12 1205 1330 

 
The Table I shows that as the packet generation interval 

increases packet delivery ratio increases and 
correspondingly throughput of the system moves up. When 
the interval is 2ms the packet delivery ratio is 1060 which is 
less as compare to ratio when interval is 12ms. At the start 
packets may loss but it improves as the interval increases. 
Throughput of the system may degrade only in the case 
packet delivery ratio declines or in case when the resources 
are underutilized. 
 

 
Figure21 : Graph shows the results of parameter overhead in performance 

quantification 

It is conspicuous that as the zone radius increases the 
additional overhead is there. The theoretically calculated 
overhead is compared to the taken simulation results. Zone 
radius is the parameter that defines a zone in the deployment 
area. In our case the length and breadth parameters are used 
to calculate the deployment area. The fixed size of each 
zone is taken as the zone radius. 

In the simulation part the Red line shows the total 
overhead in theoretical considerations while Yellow line 
shows the total overhead in simulations. It is clear from the 
graph results that the overall overhead as well as the 
individual overhead that is IARP, IERP, NDP overhead etc.  
in case of Simulation results is much lesser as compare to 
our theoretical considerations.[3] 
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So as a result of which lesser congestion will be there 
that reduces delays and increases the throughput as well as 
goodput of  the system. 

 

 
Figure22: Subplots shows the comparison results of Purposed and Previous 

implementations 

The above graphs show the comparisons of performance 
quantification parameters delay, throughput and average 
processing time for proposed and previous systems. The 
below tables statistics prove it as the result details [17]. 
Table 2: Showing Packet Generation rate and corresponding Previous and 

Proposed Delay 
Packet Generation 

Rate 
Delay 

Previous(ms) 
Delay Proposed(ms) 

10 500 475 

20 485 460 

30 470 435 

. . . 

100 380 360 

Table 3: Showing Packet Generation rate and corresponding Previous and 
Proposed Throughput 

Packet Generation 
Rate 

Throughput 
Previous 

Throughput 
Proposed 

10 1120 1150 

20 1135 1170 

30 1150 1190 

. . . 

100 1250 1290 

Table 4: Showing Number of nodes and corresponding Previous and 
Proposed Average Processing Time 

Number of 
Nodes 

Avg. Processing Time 
Previous 

Avg. Processing Time 
Proposed 

5 0.15 0.04 

10 0.18 0.08 

15 0.22 0.12 

. . . 

50 0.55 0.45 

 
The above table shows that as the number of nodes 

increase in a zone, the average processing time also 
increases. When number of nodes are 5, the average 

processing time is 0.04 in simulation results which is much 
better than the previous result for the same number of nodes. 
When there are up to 50 nodes in each zone the processing 
time improves slightly but significantly.   

IX. CONCLUSION 

In this research work, we propose Zone Routing Protocol 
for the WSNs which over passes the features of its 
implementation in mobile ad-hoc networks. we drawn that 
ZRP gives better performance with WSNs rather than using 
mobile ad-hoc network. Specifically, zones created in ZRP 
uses low energy and produces better throughput with good 
packet delivery ratio. We come to a conclusion, by this 
implementation results that using ZRP with WSNs produce 
better results than theoretical analysis as well as the other 
proactive and reactive routing protocols. To sum up, we 
would say, better throughput, packet delivery ratio, less 
overhead, less delay is there. Also less control information is 
relayed to route discovery. As a result of which effective 
performance generated on the network. 

X. FUTURE SCOPE OF  WORK 

It is interesting to see the performance of ZRP in large 
and realistic scenario. Also in future, we can work on 
required energy efficiency, security scalability, prolonged 
network life time and load balancing. We applied the ZRP in 
WSNs which was earlier used with mobile ad-hoc network 
and the results achieved are much better than Ad hoc. So by 
implementing hybrid routing in WSN, we can reduce the 
overhead, delay etc, further one can implement enhanced 
hybrid ZRP  protocol to achieve better performance on the 
network. Advanced Energy efficiency protocols can be used 
with hybrid routing to make the network more energy 
efficient. We can consider other parameters also, to improve 
the performance of wireless sensor networks.                
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