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Abstract: We usually meet many uncertain phenomena because “uncertainty is absolute and certainty is relative” in the real world. Many

researchers have studied the entropy of many events for measuring the degree of their uncertainty. In this paper, we study the joint entropy of

hybrid vector and the conditional entropy of a hybrid variable given another, and give the form of conditional entropy with discrete random

fuzzy variable and discrete fuzzy random variable.
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I. INTRODUCTION

We usually meet many uncertain phenomena because
“uncertainty is absolute and certainty is relative” in the real
world. In these uncertain events, fuzziness and randomness
are two basic types of uncertainty. Probability theory is a
branch of mathematics for studying the behavior of random
phenomena. The study of probability theory was started by
Pascal and Fermat (1654), and an axiomatic foundation of
probability theory was given by Kolmogoroff (1933) in his
Foundations of Probability Theory. Credibility theory is a
branch of mathematics for studying the behavior of fuzzy
phenomena. The study of credibility theory was started by
Liu and Liu (2002), and an axiomatic foundation of
credibility theory was given by Liu (2004) in his
Uncertainty Theory. Sometimes, fuzziness and randomness
simultaneously appear in a system. In order to describe this
phenomena, a hybrid variable was introduced by Liu [10] as
a tool to describe the quantities with fuzziness and
randomness. Fuzzy random variable and random fuzzy
variable are instances of hybrid variable. In order to measure
hybrid events, a concept of chance measure was introduced
by Li and Liu [14].

Entropy is use to provide a quantitative measurement of
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the degree of uncertainty, which has widely been applied in

Transportation [15]&[16], risk analysis [18], signal
processing [17] and economics [19]. Since the Shannon
entropy of random variables was proposed by Shannon [4],
Jaynes [12] provided the maximum entropy principle of
random variables when some constraints were given. Fuzzy
entropy was first initialized by Zadeh [5] to quantify the
fuzziness, who defined the entropy of a fuzzy event as
weighted Shannon entropy. Up to now, fuzzy entropy has
been studied by many researchers such as De Luca and
Termini [2], Kaufmann [3], Yager [14], Kosko [13], Pal and
Pal [6], Bhandari and Pal [1], Pal and Bezdek [7]. However,
those definitions of entropy characterize the uncertainty
resulting primarily from the linguistic vagueness rather than
resulting from information deficiency, and vanish when the
fuzzy variable is an equipossible one. In order to measure
the uncertainty of fuzzy variables, Liu [9] suggested that
entropy of fuzzy variables should meet at least three basic
requirements: (i) minimum; (ii) maximum,; (iii) universality.
In order to meet those requirements, Li and Liu [8] provided
a new definition of fuzzy entropy to characterize the
uncertainty resulting from information deficiency which is
caused by the impossibility to predict the specified value

that a fuzzy variable takes. In order to measure the

4



Lianlong Gao et al, International Journal of Advanced Research in Computer Science, 1 (4), Nov. -Dec, 2010,04-12

uncertainty of hybrid variables, Li X, and Liu B [11]
provided the concept of hybrid entropy. So, on the basis of
their work, we study the joint entropy for hybrid vectors and
the conditional entropy for a hybrid variable given another,
and give the form of conditional entropy with discrete
random fuzzy variable and discrete fuzzy random variable in
this paper.

The organization of our work is as follows: In section 2,
some basic concepts and results are reviewed. In section 3,
we introduce the joint entropy of hybrid vector. In sections 4,
we introduce the conditional entropy of a hybrid variable
given another, and give the form of conditional entropy with
discrete random fuzzy variable and discrete fuzzy random

variable. Finally, the conclusion is given in the last section
II. PRELIMINARIES

Fuzzy set theory has been well developed and applied in a
wide variety of real problems. Let& be a fuzzy variable

with membership function# and B a set of real numbers.

Then the possibility, necessity, and credibility measure of
fuzzy event £ e B can be represented by

Pos{fe B} =supu(x),.

xeB

Nec{¢e B} =1-supu(x),

xgB
Cr{¢e B}= %(Pos{gg € B}+Nec{le B})-
Let £ be a fuzzy variable with the membership function
u(x) which satisfies the normalization condition,
i.e.,supx u(x)=1. In the setting of credibility theory, the
credibility measure for fuzzy eventi$ € B} deduced from
#(x) is given by

cr{¢e BY= 2{supu () +1-supu ()|

xe B¢
Where B is any subset of the real numbers R , and B“is the

complement of set B . Conversely, for a fuzzy variable éf , its

membership function can be derived from the credibility

measure by

u(x)=(2Cr{&=x})Al,  xeR
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Definition A. A hybrid variable is a measurable function

from a chance space (@, P, Cr)x (Q,A,Pr) tO the set of

real numbers, i.e., for any Borel set B of real numbers, the

set {£e B}={(6.0)e OxQI£(6,w)e B} isanevent.

Definition B. (Li and Liu [11]) let (®,P,Cr)x(, A,Pr) be

a chance space. Then a chance measure of an eventAis

defined as
s;:g(Cr{e}APr{A(a)}),

if Sgl;lg(Cr{ﬁ}/\ Pr{A(6)})<0.5
1= sup (cr{e}aPr{A(0)}),

if s;:g(Cr{e}A Pr{A(6)})20.5

Ch{A}=

(2.1)
In fact, chance measure may be defined in different
ways. For example, we may employ the following chance

measure,
Chi{A} =%(s{;1§(ﬂ(6)xPr{A(0)})+1—11@])3(,L1(0)><Pr{A"(9)}))
where 4 (8)=(2Cr{6})A1.

Theorem (a). The chance measure is self-dual. That is,
ch{a}+cn{a‘}=1

For any event A |

Proof: For any event A , please note that

aixl= sl G{AAR{A (6] sw{G{g (A (4| <05
aalgR{NG))7 sfa{g AR{x(g])0s

The argument breaks down into three cases.

Case 1: Sup(cr{g}/\Pr{A(g)})<O.5. For this case, we
6e®

have

sup(Cr{6} A Pr{A"(8)})20.5
Ch{A}+Ch{A‘}:s:g(Cr{H}APr{A(@)})+1—sglElg(Cr{¢9}APr{A(H)}):1
Case 2: gyp (Cr{é’}/\ Pr{A (6 )}) > 0.5 and

sup (Cr {6} A Pr{AC (0)}) < 0.5 . For this case, we have

6O
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O +04 5} =1 ] {4 ] =

Case 3: sup (Cr{@}/\ Pr{A (0)})2 0.5 and
=)

sup (cr{oyrpPr{a“(6)})=z0.5

For this case,

sup(Cr{G} /\Pr{A(H)}) zsup(Cr{H} /\P['{AC (9)}) =0.5
60 60

Hence Ch{A} +Ch{AC} =0.54+0.5=1. The theorem is

proved.

Definition C. Let (©,P,Cr)x(Q,A,Pr) be a chance space

and A , B two events. Then the conditional chance measure
of A given B is defined by

Ch{Ans}  ch{ans}
Ch{B} Ch{B}
Ch{AlB} = I_Ch{A"ﬂB} . Ch{a"NB}
Ch{B} Ch{B}
0.5, otherwise
(2.2)

providedthat Ch {B } > 0 .

Example i. Let f and 77 be two hybrid variables. Then

we have
Gig=xn=y]  Off=xn=)] .
Chin=>} =}
05, otherwise
(2.3)

Provided that Ch{n = y} > 0.

Definition D. Suppose that f is a discrete hybrid variable

taking values in {x,,x,,---}. Then its entropy is defined by
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HIE1=% s(cn{e=x})
(2.4)

Where S (1) =—tInt—(1-1)In(1—¢) . If there exists
some index k such that Ch{§ = xk} =1, and O otherwise,
then its entropy p[¢]=0. Suppose that f is a simple
hybrid variable taking values in { Xy Xy xn} If
Ch{¢=x}=05 for all i=12,---,n , then its
entropy H[&]=nlIn2. Suppose that f is a discrete hybrid

variable taking values in {x,%,,+} - Then H[£]>0 and

equality holds if and only if f is essentially a
deterministic/crisp number.

III. JOINT ENTROPY OF HYBRID VECTOR

In order to measure the uncertainty of hybrid vector, we
give the joint entropy of two-dimensional discrete hybrid
vector and two-dimensional continuous hybrid vector in this
part, and study some of their properties, also show that these
definitions and properties of hybrid vectors can be extended

to n-dimensional.

A. The joint entropy of two-dimensional discrete hybrid

vector

Definition a. Suppose that (67) is a two-dimensional

discrete  hybrid  vector taking  values (xy,)

XY, € R,i, j=1,2,-- Then its joint entropy is
defined by

HEn]=Y Y s(cn{e=x.7=y})

G.1.1)
Where S (1) =—tInt—(1—1)In(1-1).

Obviously, the joint entropy of two-dimensional
discrete hybrid vector only depends on the number of hybrid

vector and their chance measure, rather than depend on the

6



Lianlong Gao et al, International Journal of Advanced Research in Computer Science, 1 (4), Nov. -Dec, 2010,04-12

values of hybrid vector.

Definition b. Suppose that (£,77) is a two-dimensional
discrete hybrid vector taking
values(xl_, v, ) X, Y, € R,i, j=1,2,---if & Nis

independent of each other. Then its joint entropy is defined
by
H[En]=Y Y s(ch{E=x}nrcChi{n=1y})

i=1 j=I

(3.1.2)

where S(t)=—rlnt—(1-¢)In(1-1)

Theorem (a). Suppose that (£,7) is a two-dimensional
discrete hybrid vector taking values

(x.7,),x,y,€Ri, j=12:Then H[57]20

And equality holds if and only if («f ,7]) is essentially a

deterministic/crisp number.

Proof: The non-negativity is clear. In addition H [£,7]=0
if and only if Ch{f:xi,nzyj}zo or 1 for each
I, j .According to theorem 2.1, there exists one and only

oneindex kK and [ such that Ch{fzxk,nzyl}:l.,

for any (i,j)i(k,l)7Ch{§=xi,7]= yj} =()’ ie. (&7)

is essentially a deterministic/crisp number.
Theorem (b). Suppose that (f ,7]) is a simple hybrid
vector taking values (xi’yj),_xi,y/_ eR,i=12,--,m ,

j=12,-,n.Then H[E,n]<mnln2

and equality holds if and only if (f,?]) is a two-
dimensional equip-possible hybrid vector.

Proof: Since the function § (l‘ ) reaches its maximum
In2 at t=0.5, we have

H [5’7712 i zﬂ S(Ch{(f =Xx,,n = y_,.})s mnln 2

i=1 j=1
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and equality holds if and only if Ch{f: X, = yj} =05

for all i=L2--;m, j=12,---,n e, ($m) is a two-

dimensional equip-possible hybrid vector.

Above theorem states that the entropy of a hybrid
vector reaches its maximum when the hybrid vector is an
equip-possible one. In this case, there is no preference

among all the values that the hybrid vector will take.
Especially, if f , M is independent of each other,

according to theorem 3.1.2, we have

Theorem (c). Suppose that (£,77) is a simple hybrid vector
taking values (x,-vy,-) , x.y,€R i=1,2,--,m ,

j=1,2,---,n,if &,7is independent of each other. Then
H[&{,n]=mnIn2 if and only if & and 77 are all
equip-possible hybrid variable.

Proof: From definition 3.1.2 and f ,7is independent of
each other, we take that:

H&rj=min2 e E=x) Ad{ 7=y} =08i=12--smj=12--n .
That is

Ch{.f:xi}:Ch{n:y/.}:O.S’i=1’2,...’m,J'=1,2,...,n,

So, & and 77 are all equip-possible hybrid variable.

B. The joint entropy of two-dimensional continuous

hybrid vector
Definition a. Suppose that (&) is a two-dimensional

continuous hybrid vector. Then its joint entropy is defined

by
H[En]=[" [ s(cn{g=xn=y})dxdy

where S (7)=—-tlnt—(1—7)In(1-1).

Definition b. Suppose that (£.7) is a two-dimensional

continuous hybrid vector, if &,7]is independent of each

other. Then its joint entropy is defined by
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H[En]=["[7s(cn{é=x}nCh{n=y})xdy
S(t)=-tlnt—(1-r)In(1-1)

where

Theorem (a). Suppose that (£.7) is a two-dimensional

continuous hybrid vector, then H [5’77] >0

Proof: H[f,n]>0 is clear. In addition, when a

two-dimensional continuous hybrid vector tends to be a
deterministic/crisp number, its joint entropy tends to O.
However, a deterministic/crisp number is not a

two-dimensional hybrid vector.

Theorem (b). Suppose that (57) is a two-dimensional

continuous hybrid vector taking values in[a.2]x[¢.d]  then
H[én]s(b-a)(d-c)ln2
and equality holds if and only if (£.7) is a two- dimensional

equip-possible hybrid vector.
Proof: Since the function S(¢) reaches its maximum In2

at t=0.5, then, we get the conclusion.

Especially, if £, 7 is independent of each other,

according to theorem 3.2.2, we have

Theorem (c). Suppose that ({7) is a two-dimensional
continuous hybrid vector taking values in [@.b]X[c.d] if
&,Mis independent of each other, then
H[En]=(b-a)(d-c)n2

If and only if & and 77 are all equip-possible hybrid

variable.
Proof: Since £ ,17is independent of each other and theorem

3.2.2, then we can get the above conclusion.

Theorem (d). Suppose that (£.7) is a two-dimensional

continuous hybrid vector, for any a€ %.(c.d)e R* then

H[a(.n)+ (c.d)]=a’H [§.7]
Proof: According to the definition 3.2.1,we have
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Hla(En)+(c.d)]=["["s

= az-[j:J‘j:S (Ch{f =u,n = V})dua'v =a’H [£.7]

(Ch{aé+c=x,an+d = y})dxd

C. The joint entropy of n-dimensional hybrid vector

According to the joint entropy of two-dimensional
hybrid vector, we give the definition of joint entropy of

n-dimensional hybrid vector in this part.

Definition a. Suppose that &£=(&,&,,---,&) is a

n-dimensional discrete hybrid vector taking values

(xl(.,.)Jgh)’.,,’x’(/,,)),x}.f.)eg{ , i:1,2,...’n,]~i:1,2’..., Then

its joint entropy is defined by

HE& 253 Sl ofe=4 =g e =0

JEpE A

Where S (1) =—tInt —(1—7)In(1-1).

Definition b. Suppose that ¢=(&,&,,---,&) is a
n-dimensional discrete hybrid vector taking values

n y )

(x=/.>’x<zfz)7,,,’x(/,.>) ’ e R i=12,--,n =12, if

i=1,2,---,n is independent of each other. Then its joint

entropy is defined by

HIGu g 1= 230 308 (mincnl =)

A=l = In=

where S(t)=-tlnt—(1-1)In(1-1).

Definition c. Suppose that ¢=(&.&,,---,&) is a

n-dimensional continuous hybrid vector. Then its joint

entropy is defined by

HE &gl [ [ S oG GG
Where S (1) =—tInt—(1—¢)In(1-1).
Definition d. Suppose that ¢£=(&.&,---,&) is a

n-dimensional continuous hybrid vector, if é—’l i=1,2,-.n

is independent of each other. Then its joint entropy is

8
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defined by
HIE & &) =] [ o] s minO{ =}t -,
Where S () =—tInz—(1—1)In(1-1).

D. Conditional entropy of hybrid variable

In order to measure the uncertainty of a hybrid variable
given another, we give the definition of conditional entropy
of discrete random fuzzy variable and discrete fuzzy random
given another, we give the definition of conditional entropy
of discrete random fuzzy variable and discrete fuzzy random
the maximal of conditional entropy of discrete hybrid
variable, and take the necessary and sufficient conditions
when the conditional entropy of simple discrete hybrid

variable take the maximum value.

Two instances conditional entropy of discrete hybrid

variable

Definition a. LetEand 77 be two discrete random fuzzy

Where S(£)=—tInt—(1—£)In(1-1)

variables taking values {x x ..} and {y y ..} with
membership degrees and probability {1t} = {popo-)
and {M/’ﬂz/""}%{Pllapzl,"'} , respectively, where
N N =1l ) v =11 @{E=x)>0i=12 | Then the

conditional entropy of 77 given & is defined by

HIpIE1=Y oH1E=x1=Y 0Y SChin=y,1E=x}

2 k
if kax[—‘/\pkl)cka'j<05mdx(—‘/\pklxkzx]<05
1
2—(2—2><max(“2—‘/\pklxk>x‘)—ZXmax(—/\pklx‘<xjj
o, = zf(uz—k/\kaZOSmax(—/\pklx‘<x)<05max(—k/\pklx‘>xJ<05

Sim ilarly, five form s can be introduced

It is easy to verify that all =0 and Y @<l If

mflx[uz"/\pk | x, le)vniix(’;"/\pk I x, >xl.j20.5,ie{1,2,---},
then Zw:I

Definition b. Let & and 7] be two discrete fuzzy random
variables taking values {x] s Xystt } and {yl, Vst }
with probability and membership degrees { DisPyse } -
ORI BN P B

{# 10} and
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ifmf\x(uz—*/\ pklxk<x,]2045& mkax[uz—"/\ kaxAlej<0A5

respectively, where p, + p, +:-- = 1, pl' + p2/ +-.=1.1f
Ch{f = xi} >0,i=1,2,---. Then the conditional entropy

of 7mgiven & is defined by

Hipl§1=Y oHin1§=x1=3 0,5 SCh{n=y,1&=x}

j=1

where

St)=—tlnt—(1—-1t)In(1-1¢)

It is easy to verify thatall @ =0 and Zf'_lwl_ <1.If

9
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/\Zp

=

[[mmzlxk <x] ]vsup[(mﬂin%"lx, <xk]/\ Zp/JZO.S,ie{l,Z,m}
i

sup
i

A

,thenz o, =1
i=1
u i—1
sup [mkaklxk_ j Z p; |- sup [mlnTka<xj/\ p;
o, R =
if sup ((mln—lxk_xijAZ pjj<05
j=1
- in Ly, < in L)y, < 3
sup m in 5 X, < x, sup mkln 5 X, <x;,|A ) p;
wi ==
i—1
if sup {(mkin%‘lxk_ ij Z 1}_0.5& sup [(mkin%‘lxk<xij/\ pj]<05
Ko X j=1 Xpa X j=1
(sup{(min—lx < x, J—sup{ mkinuz—"lxi<xkj/\ z pjjJ
X j=i+l
i i—1
if sup ((mmTka_ JAZ pjj 0.5& sup ((mkin%lxk<x,)/\z ijZO.S
XX 1 Xt Xioy j=1
E. The properties of conditional entropy of discrete $=X there exists one and only one 7=V, , je{l,2}

Hybrid variable

According to the above that two instances

conditionalentropy of discrete hybrid variable, we study the
minimization and the maximal of conditional entropy of
discrete hybrid variable, and take the necessary and
sufficient conditions when the conditional entropy of simple

discrete hybrid variable take the maximum value.

Theorem (a). Suppose that & and 77 be two discrete

hybrid variables taking values {x,x,,.--} and {y y ..},

respectively, (h{&=x}>0i=12--, then H [1£]>0

Proof: From ¢ and the non-negativity of §(¢), we can easy

getH[n1£]20-

Theorem (b). Suppose that ¢ and 7] be two discrete

hybrid  variables taking values and

X:{xl’xz’...}

}.Ch{é=1x}>0,i=1,2,--- then the necessary

Y ={y. v

and sufficient conditions of H[n1€]=0 is that:

for each £=x,i=1,2,---, no more than one 7=7; ,

j[e{l,2,~~}’Ch{§:x,,77:yf}¢0’ and no less than one

© 2010, IJARCS All Rights Reserved

such that Ch{é=x.n=y }=Lje, &,n is deterministic/

crisp number.

Proof: IfH[nIﬁ]:O, then Ch{UZY_f|§:xi}:0 or 1,

i,j:l,z,...

. The argument breaks down into three cases.

Case 1: Ch{77=yj|§=xi}50 , I, j=12,--+.For

this case, we have

Ch{ﬂzyj’§='xi}50 G j=12,

is contradiction with Ch{&e X,ne Y} =1.

Case2: If {=x ., there exists p=y,,j, {2

1,
Chi{n=y, 1E=x}=1
Chin=y,1E=x}

=0, j=1,2,---,i#k. For this case,

according to theorem 2.1, we have Ch{ﬂ =y, 1&= xk} =0,

for any J#Ji. In addition, we reference the definition of

chance measure to have
Chi{n=y,.E=x}=0,Vj#j,

10
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From Ch{ﬂ:yjlf:xi}zo, j=12,---,i#k, we have
Chin=y,E=x}=0,j=12,i#k.

So Chi{n=y,E=x}=0VYj#j.i#k;
Ch{ﬂ:yjkvf =Ja} =l,ie., & pis deterministic/crisp number.

Case 3: If more than oneX;, there exists one and only
one y; ch{é=x.n=y,}#0Let o<cn{n=y, .E=x}<Li=12
jie {1,2,- }.According to

Chin=y,.E=x}=0, Vj=#j.i=12

We have

Ch{n=y,1E=x}=0, Vj#j,i=12,-.» From theorem 2.1,

we have(h{ﬂzyj; |§=)§} =1i=12--;je{12--}- S0 H[n1&]=0.
If only onme g=y ., there exists one and only

oney ., j e{l,2,} ,Ch{sz:x“,]:yh}#o.Wehave

Ch{§=xks?7=y,k}=1' So, &, are deterministic/ crisp number

chin#y,.&=x}

X, and Yj . PR U
k Ch{’] ),Al‘f k} 1 Ch{§=X,(}

=1-0=1.

= H[nl&]=0.

Theorem (c). Suppose that ¢ and 7] be two simple

discrete hybrid variables taking values {x,x,,---} and

{y,. vy} » respectively, Ch{g=x}>0,i=1,2," Thepn

H[n1&]<nln2

and equality holds if and only if (£7) is equip-possible

hybrid vector.

Proof : Since the function S(r) reaches its maximum Ip 2

at 1=0.5andy , _,,wehave

© 2010, IJARCS All Rights Reserved

H[nl§]=iwiiS(Ch{77= y,1é=x})<nin2

i=1

Equality holds if and only if Ch{p =y, 1&=x}=0.5.

forany i =1,2,---,m j=1,2,--,n.

So,Chin=v,&=x} osand Chin#y, &=x}
Chig=x} chig=x]

505 » 1€, for

anyi=L2--sm, j=L2--sn,(h{n=y,.E=x}=05=> (£,7) is
equip-possible hybrid vector.

Theorem (d). Suppose that éf and 77 be two simple

discrete hybrid variables taking values { Xpy Xyrttts xm} and
{30 ¥2r-> 3, } » Tespectively, Ch{&=x}>0, i=12,---,m.

Then H[plé]=nIn2 if and only if &, 77 is

equip-possible hybrid variable.

Proof: According to theorem 4.2.3, we have H[77|§] =nn?2

if and only if Ch{ﬂ=y_,~}/\Ch{§=x,.}=O.5 ,i=12,,m ,
j=1,2,---,n  That is, ql{nzyj}i]]{f:xi}zo,s ;

i=1,2,--,m., j=1,2,---,n. So, &, Tis equip-possible

hybrid variable.

IV. CONCLUSIONS

In this paper, we study the joint entropy of hybrid
vector and the conditional entropy of a hybrid variable given
another, and give the form of conditional entropy with
discrete random fuzzy variable and discrete fuzzy random
variable. According to two instances conditional entropy of
discrete hybrid variable, we also study the minimization and
the maximal of conditional entropy ofdiscrete hybrid
variable, and take the necessary and sufficient conditions
when the conditional entropy of simple discrete hybrid

variable take the maximum value.
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