Investigation of Different Parameters of Dynamic Source Routing for Wireless Sensor Networks for varying terrain areas and different speed (node speed)
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Abstract- The purpose of this experimental study is to measure the ability of the routing protocol to react to the network topology change while continuing to successfully deliver data packets to their destinations. To measure this ability, different scenarios are generated by varying the maximum speed in the network that also over different terrain areas.

The main focus of this paper is to discuss and evaluate the performance of different parameters in different scenarios and different terrain areas which may be small, large and very large in wireless sensor network using Dynamic Source routing protocols and for monitoring of critical conditions with the help of important parameters like Packet Delivery Fraction, End-to-End Delay, Average Throughput, NRL and Packet loss% in different scenarios [1].

This paper describes the performance matrices on different topologies based on varying the maximum speed and keeping the constant pause time in different terrain areas which is small, large and very large.

Simulations are run by considering DSR routing protocol. In order to get realistic performance, the results are averaged for a number of scenarios. Investigators were not attempting to measure the protocol performance on a particular workload taken from real life, but rather to measure the protocol, performance under different range of conditions [1]. Investigators use network simulator ns-2 to simulate wireless networks with various wireless routing protocols. NS-2 is a packet-level, discrete event simulator, widely adopted in the network research community.
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I. INTRODUCTION

Wireless sensor networks contain large view of sensors nodes which are implemented with a radio and form wireless sensors together. The Wireless sensor networks are fast, low maintenance and easy deployment networks which represents its characteristics. Power of sensors is a great resource in such a network which reflects to the design of hardware and software. The network protocols are designed for the sensor node communication and focus on the low energy consumption. The radio is equipped in the Wireless sensor networks with sensor node, if we want to reduce energy consumption we should turn off the radio when it does not use [2].

MANET is self-configuring network of mobile nodes which is connected by wireless links. These nodes are freely move in the network and communicated to each other and change frequently while Wireless sensor network is cooperative network where sensor nodes are collected [3]. Both of these networks fall into the category of infrastructure less wireless networks as they do have any requirement regarding infrastructure during the deployment.

Routing protocols is very important for performance evaluation perspective in Wireless sensor networks. There are many factors must be overcome before efficient communication can be achieved in WSNs. Node deployment is application dependent and affects the performance of the routing protocol in WSNs. Sensors can perform their computations and transmission of information in a wireless environment by using their limited supply of energy [15]. In Wireless sensor networks, the node density, network size and topology is affected by scalability factor. This factor comes out form the factor that range of sensing is lesser than communication and requirement of nodes is larger for coverage of area. There are other major issues which effect to the wireless sensor networks environment as node/link heterogeneity, fault tolerance, network dynamics, transmission media, connectivity, coverage, data aggregation and quality of services.

In this paper we describe in Section 1 Introduction 2 Routing Protocol Section 3 Simulation Tool Section 4 Simulation parameters Section 5 Related Work Section 6 Simulation Setup Section 7 Results and Analysis and section 8 Conclusion.
II. ROUTING PROTOCOL

The Dynamic source routing protocol is an efficient and simple routing protocol specifically used for multi-hop wireless adhoc networks of mobile nodes and wireless sensor networks. It has no need for any existing network infrastructure or administration. Dynamic source routing allows the network to be completely self-organizing and configuring. Dynamic source routing uses source routing to send packet which means the complete hop sequence to the destination is well known by the source [4].

DSR protocol uses two mechanisms for sending packet from source to destination which are “Route Discovery” and “Route maintenance” which works together to allow nodes to discover and maintain routes [5].

A. Route Discovery:

When a source node SN wants to send packet to destination node, Route discovery process is used. First of all the source node check the route cache if it is already exist route to destination node DN. If the route destination node not exists, it starts the route discovery process by broadcasting route request message RRQM. This route request message RRQM contains the address of the source and destination and a unique identification number.

An intermediate node is used to find the route request message RRQM and then RRQM searches its route cache for a route to the destination node DN. If the route does not exist, it appends its address to the route record of the message and forward to its neighbors. This message is forwarded through the network until it reaches either the destination or intermediate node with a route of the destination node DN. Finally the route reply message is generated by send back to the source node SN with perfect hop sequence for researching the destination node DN. So the route discovery process is only used when source wants to send packet to destination and does not already know a route to destination DN [6].

B. Route Maintenance:

Route maintenance process is used to handle the braking route. Basically there are two types of packets for route maintenance: Route error (RRERR) Packet and ACKs. The fatal transmission error is encountered by a node, the route becomes invalid. The source node receives the error message. Acknowledgment messages are used to verify the correct operation of the route links. In wireless networks acknowledgments are commonly provided such as the link-layer acknowledgment frame defined by IEEE 802.11 MAC protocol [6].

III. SIMULATION TOOL

NS-2 is an object based tool which encapsulates independent objects linked to each other within a system hierarchy. NS-2 uses OTCL interpreter and C++ as a front end. It defines the basic structure of the simulator [7]. Network simulator uses basic two languages for completion their tasks and needs. First, the details study of protocols requires a systems programming language, which helps to manipulate bytes, packet headers, and implement algorithms that run over large data sets. Second, the run time speed and turn around time is less important [8].

Network simulator use TCL to configure the topology, the nodes, the channels, schedules the events etc. C++ language is used to implements the protocols. The source node removes this error in the hop sequence from route cache and selects a new route. The correct operation of the route links is verified by the ACKs packets. It provides the passive acknowledgement to the sensor node [9].

IV. SIMULATION PARAMETERS

In order to evaluate the performance of wireless network routing protocols, the following parameters were considered:

A. Packet Delivery Fraction (PDF):

Packet Delivery Fraction is the ratio of the number of data packets successfully delivered to the destination nodes and number of data packets produced by source nodes [10].

B. End-to-End Delay:

The term End-to-End delay refers to the time taken by a packet to be transmitted across a network from source node to destination node which includes retransmission delays at the MAC, transfer and propagation times and all possible delays at route discovery and route maintenance [11]. The queuing time can be caused by the network congestion or unavailability of valid routes [12].

C. Throughput:

The term throughput refers the number of packet arriving at the sink per ms. Throughput is also refers to the amount of data transfer from source mode to destination in a specified amount of time. The goal is to calculate maximum throughput of IEEE 802.11 technologies in the MAC layer for different parameters such as packet size [12].

D. Normalized Routing Load [%] (NRL):

It is the number of routing packet required to be send per data packet delivered.
NRL = (Number of Routing Packet) / (Number of Packet Received)

E. Packet Loss [%]:
   It is the number of dropped packet to the total packets.
   
   \[
   \text{Packet Loss [%]} = \left( \frac{\text{dropped Packets}}{\text{total packets}} \right) \times 100
   \]

V. RESEARCH WORK

There are many research papers on routing protocols in wireless sensor networks and all are used for evaluating performance of different parameters in different scenario. Researchers specify the difference between routing protocols and its performance for different parameters and which one is best for the case of Wireless Sensor Network.

In comparison of AODV, DSDV and DSR the Average end-to-end delay and throughput and other parameters in DSR are very high [13]. While in comparison of DSDV and AODV routing protocols, AODV performed better than DSDV in terms of bandwidth as AODV do not contain routing tables so it has less overhead and consume less bandwidth while DSDV consumes more bandwidth [14]. In this paper we selected to investigated DSR protocol for different performance parameters for different Terrain areas like small (1 Km. x 1 Km.), large (2 Km. x 1 Km.) and very large (2 Km. x 2 Km.). Analysis were done using ns-2 simulator on these three cases of terrain areas in order to derive an estimation of the performance parameters.

VI. SIMULATION SETUP

In this paper, we tested and investigated DSR protocol with a scenario where a total of 100 nodes are used with the maximum connection number 10; CBR connection; transfer rate is taken as 4 packets per second i.e. the send rate of 0.25. The speed is varied starting from 10 m/s, 20 m/s, 30 m/s, 40 m/s, 50 m/s, and 60 m/s (i.e. in the steps of 10 m/s) implemented respectively in a 1 Km. x 1 Km., 2 Km. x 1 Km. and 2 Km. x 2 Km. terrain areas keeping the pause time constant as 0 s. The details of general simulation parameter are depicted in Table 1.

VII. RESULT AND ANALYSIS

The investigations are performed on Parameters such as Packet Delivery Fraction, End-to-End Delay, Average Throughput, NRL and Packet loss%. The experimental data are shown in Tables 2, 3, 4, 5 and 6 respectively and their respective performance being shown in Figure 3, 4, 5, 6 and 7 respectively.

a. When nodes= 100, Constant Pause Time= 0 s, Maximum Speed= 10-60 m/s (Interval of 10 m/s), Routing protocol= DSR, and Finding Metrics= Packet Delivery Fraction

<table>
<thead>
<tr>
<th>Topology</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Km. x 1 Km.</td>
<td>99.59</td>
<td>95.01</td>
<td>89.47</td>
<td>45.93</td>
<td>69.65</td>
<td>63.75</td>
</tr>
<tr>
<td>2 Km. x 1 Km.</td>
<td>98.39</td>
<td>23.84</td>
<td>40.83</td>
<td>28.3</td>
<td>42.29</td>
<td>18.59</td>
</tr>
<tr>
<td>2 Km. x 2 Km.</td>
<td>72.04</td>
<td>63.92</td>
<td>38.29</td>
<td>30.18</td>
<td>25.69</td>
<td>11.03</td>
</tr>
</tbody>
</table>

Figure 3. Maximum Speed versus packet delivery fraction when terrain areas are 1 Km. x 1 Km., 2 Km. x 1 Km. and 2 Km. x 2 Km.

Using the DSR routing Protocol with 100 nodes, Pause Time= 0 s, varying maximum Speed (10-60 m/s by interval of 10 m/s) and 1 Km. x 1 Km., 2 Km. x 1 Km. and 2 Km. x 2 Km. terrain areas, we examine that Packet Delivery Fraction in 1 Km. x 1 Km. is more optimal than 2 Km. x 1 Km. and 2 Km. x 2 Km.. So if we implement wireless sensors in biggest terrain areas, the packet delivery fraction is decreased on varying speed with keeping constant pause time. We can derive a formula according to simulation results as:

\[
\text{Packet Delivery Fraction} = 1 / \text{Terrain Areas}
\]

b. When nodes= 100, Pause Time= 0 s, Maximum Speed= 10-60 m/s (Interval of 10 m/s), Routing protocol= DSR, and Finding Metrics= Average End-to-End Delay

<table>
<thead>
<tr>
<th>Topology</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Km. x 1 Km.</td>
<td>18.32</td>
<td>396.58</td>
<td>573.5</td>
<td>1057</td>
<td>730.9</td>
<td>707.7</td>
</tr>
<tr>
<td>2 Km. x 1 Km.</td>
<td>56.85</td>
<td>5318.7</td>
<td>2697.</td>
<td>3273</td>
<td>1388.</td>
<td>2832.</td>
</tr>
<tr>
<td>2 Km. x 2 Km.</td>
<td>113.9</td>
<td>697.70</td>
<td>1974.</td>
<td>1179</td>
<td>2533.</td>
<td>9658.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Topology</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Km. x 1 Km.</td>
<td>18.32</td>
<td>396.58</td>
<td>573.5</td>
<td>1057</td>
<td>730.9</td>
<td>707.7</td>
</tr>
<tr>
<td>2 Km. x 1 Km.</td>
<td>56.85</td>
<td>5318.7</td>
<td>2697.</td>
<td>3273</td>
<td>1388.</td>
<td>2832.</td>
</tr>
<tr>
<td>2 Km. x 2 Km.</td>
<td>113.9</td>
<td>697.70</td>
<td>1974.</td>
<td>1179</td>
<td>2533.</td>
<td>9658.</td>
</tr>
</tbody>
</table>
Average Throughput is decreased on varying speed with keeping constant pause time. We can derive a formula according to simulation results as:

Average Throughput α 1/Terrain Areas
d. When nodes= 100, Pause Time= 0 s, Maximum Speed= 10-60 m/s (Interval of 10 m/s), Routing protocol= DSR, and Finding Metrics= Normalized Routing Load.

Table V. Evaluating Parameters: Normalized Routing Load

<table>
<thead>
<tr>
<th>Speed (m/s)</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Km. x 1 Km.</td>
<td>0.38</td>
<td>3.01</td>
<td>2.75</td>
<td>17.66</td>
<td>7.56</td>
<td>10.53</td>
</tr>
<tr>
<td>2 Km. x 1 Km.</td>
<td>0.84</td>
<td>84.91</td>
<td>49.1</td>
<td>64.79</td>
<td>22.95</td>
<td>206.1</td>
</tr>
<tr>
<td>2 Km. x 2 Km.</td>
<td>8.19</td>
<td>16.14</td>
<td>22.42</td>
<td>52.73</td>
<td>147.45</td>
<td>502.09</td>
</tr>
</tbody>
</table>

Using the DSR routing Protocol with 100 nodes, Pause Time 0 s, varying maximum Speed (10-60 m/s by interval of 10 m/s) and 1 Km. x 1 Km., 2 Km. x 1 Km. and 2 Km. x 2 Km. terrain areas, we examine that Average End-To-End Delay in 2 Km. x 2 Km. is more optimal than 2 Km. x 1 Km. and 1 Km. x 1 Km.. So if we implement wireless sensors in biggest terrain areas, the Average End-To-End Delay is increased on varying speed with keeping constant pause time. We can derive a formula according to simulation results as:

Average End-To-End Delay α Terrain Areas
c. When nodes= 100, Pause Time= 0 s, Maximum Speed= 10-60 m/s (Interval of 10 m/s), Routing protocol= DSR, and Finding Metrics= Average Throughput (kbps).

Table IV. Evaluating Parameters: Average Throughput (kbps)

<table>
<thead>
<tr>
<th>Speed (m/s)</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Km. x 1 Km.</td>
<td>92.21</td>
<td>89.58</td>
<td>83.92</td>
<td>43.61</td>
<td>65.50</td>
<td>60.05</td>
</tr>
<tr>
<td>2 Km. x 1 Km.</td>
<td>92.49</td>
<td>92.49</td>
<td>38.38</td>
<td>26.40</td>
<td>39.69</td>
<td>17.45</td>
</tr>
<tr>
<td>2 Km. x 2 Km.</td>
<td>67.47</td>
<td>60.11</td>
<td>36.07</td>
<td>27.87</td>
<td>24.14</td>
<td>10.39</td>
</tr>
</tbody>
</table>

Using the DSR routing Protocol with 100 nodes, Pause Time 0 s, varying maximum Speed (10-60 m/s by interval of 10 m/s) and 1 Km. x 1 Km., 2 Km. x 1 Km. and 2 Km. x 2 Km. terrain areas, we examine that Normalized Routing Load in 2 Km. x 2 Km. is more optimal than 2 Km. x 1 Km. and 1 Km. x 1 Km.. So if we implement wireless sensors in biggest terrain areas, the Normalized Routing Load is increased on varying speed with keeping constant pause time. We can derive a formula according to simulation results as:

Normalized Routing Load α Terrain Areas
e. When nodes= 100, Pause Time= 0 s, Maximum Speed= 10-60 m/s (Interval of 10 m/s), Routing protocol= DSR, and Finding Metrics= Packet Loss%.

Table VI. Evaluating Parameters: Packet Loss%

<table>
<thead>
<tr>
<th>Speed (m/s)</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Km. x 1 Km.</td>
<td>0.364</td>
<td>4.866</td>
<td>9.437</td>
<td>53.68</td>
<td>29.79</td>
<td>35.65</td>
</tr>
<tr>
<td>2 Km. x 1 Km.</td>
<td>1.610</td>
<td>75.99</td>
<td>58.85</td>
<td>71.59</td>
<td>57.11</td>
<td>81.03</td>
</tr>
<tr>
<td>2 Km. x 2 Km.</td>
<td>27.83</td>
<td>35.08</td>
<td>60.62</td>
<td>69.10</td>
<td>73.11</td>
<td>88.70</td>
</tr>
</tbody>
</table>

Figure 4. Maximum Speed versus Average End-to-End Delay when terrain areas are 1 Km. x 1 Km., 2 Km. x 1 Km. and 2 Km. x 2 Km.

Figure 5. Maximum Speed versus Average Throughput when terrain areas are 1 Km. x 1 Km., 2 Km. x 1 Km. and 2 Km. x 2 Km.

Figure 6. Maximum Speed versus Normalized Routing Load when terrain areas are 1 Km. x 1 Km., 2 Km. x 1 Km. and 2 Km. x 2 Km.
The overall results says that when we implement sensor nodes in small terrain areas give better performance rather than Large and very large terrain areas.
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