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Abstract:  Software quality prediction is the Machine Learning (ML) based technique in which ML models are trained using historical data. 
Output from these quality models can be used by software experts in the early phase of software development for improving the quality of 

software by controlling the various quality attributes like maintainability, reliability, security issues of software etc.  In this study a systematic 
review of studies from 2005 to 2021 is performed.  Studies that use ML techniques and source code metrics for Software Quality Prediction 
(SQP) are included for review. Study assesses the commonly used machine learning techniques and source code metric for SQP. Commonly 
used datasets, feature selection techniques and commonly used performance measures in software quality prediction are also assessed. In this 
paper   53 primary studies are selected for systematic review. Results of this study prove that Bayesian Learning (BL), Regression, Ensemble 
Learning (EL), Decision Tree (DT) and Support Vector Machine (SVM) are most commonly ML techniques used for quality prediction which 
comprises 58%, 52%, 41%, 32%, and 32% of the overall studies respectively. It is also assessed that NASA, PROMISE, Apache, Mozilla 
Firefox and Eclipse are the most commonly used datasets for training and testing the SQP models. LOC, CC, CBO, RFC, WMC, LCOM, DIT 

and NOC are among the most commonly used source code metrics in SQP. Based on the results from the selected studies it is concluded that ML 
techniques and source code metrics   have the ability to improve the overall quality of the software. 
 
Keywords:  machine learning, software quality prediction, software vulnerabilities, source code metrics 

 

I. INTRODUCTION 

Dependency on software is increasing rapidly in various 

fields. Therefore, delivering quality software to user is very 

important. Quality software must be bug or defect free. 

ISO/IEC 9126-1 defines a quality model that comprises six 

characteristics i.e., functionality, reliability, usability, 
efficiency, maintainability and portability with 27 sub 

characteristics of software product quality [1]. To measure 

these characteristics, software metrics are used. Software 

metric is a standard of degree to which system or process 

have some properties. Software metric provides quantitative 

values to the attributes involved in software development 

process [2]. Source code metrics are the metrics extracted 

from some source code, and their value help developer to 

measure the quality attribute. Predicting various properties 

and sub properties of software quality like defects, 

vulnerability, change-proneness, maintainability, testability 

and complexity are very important and essential activities in 
order to improve software quality and reduce maintenance 

effort. Assessing of important quality characteristics in the 

early phases of software development help in reducing 

effort, time and money [3].   

 In this study a systematic review on the use of ML 

techniques and source code metrics in software quality 

prediction (SQP) is done. Software quality is determined by 

a set of quality factors [4]. Here in this study SQP means 

predicting the quality attributes/factors which includes 

defects, vulnerabilities, change-proneness, maintainability, 

complexity and testability of software. For example, 

software defect prediction   can be done by classifying the 

modulus/classes as fault prone. Software defects and source 

code metrics obtained from similar projects or previous 
release can be used to construct software defect prediction 

model. In the same way models for predicting software 

vulnerabilities, software change proneness, maintainability, 

software complexity, software testability may be developed 

by using historical data and source code metrics to improve 

the software overall quality. 

    The rest of the paper is organized as follows: Section 2 

provides the research questions which are addressed in this 

review and inclusion & exclusion criteria applied for the 

selection process of the studies. Section 3 presents results of 

the study and discussion. Limitation of this work is provided 
in section 4. Section 5 provides conclusions obtained from 

the study and future directions. 
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II. METHOD 

Design of systematic review carried out in this paper is 

inspired from [5]and 0.2[6]. The work in this study is 

divided into three steps: planning, conducting, and reporting 

the review. Planning is done in the first step which include 

identifying the need of systematic review, identifying the 

research questions, and review protocol.  Second step is 

conducting the review which includes criteria for selecting 
the studies, quality assessment criteria, and data extraction 

and synthesis. 

A. Planning the review 

Planning is the first step to perform any important task. 

Steps under the planning phase are described as below. 

 

1) Identification of need 
Machine Learning (ML) techniques have been used for 

developing the prediction model in various fields and 

software engineering is no exception. Source code metrics 

are very important to measure the various process and 

attributes of software development process. Source code 

metrics using ML techniques have been proved important in 

predicting fault, vulnerabilities, maintainability change-

proneness and complexity. It is very important to establish 

the state of art of ML techniques and source code metrics 

used for predicting the various quality attributes of software 

by gathering the finding from current research. By 
extracting, synthesis the data and finding from existing 

empirical studies the current trends of predicting various 

quality features/characteristics of software using ML 

techniques and source code metrics can be obtained. 

 

2) Research questions 

Research questions which are addressed in this study are 

presented in the table below. 
Table I: Research Questions 

ID Research question Motivation 

RQ1 Which ML techniques have been 

used for training software 

quality prediction (SQP) models 

using source code metrics? 

Identification of ML 

techniques commonly used 

for developing SQP model. 

RQ2 Which source code metrics are 

commonly used for SQP using 

ML techniques? 

Identification of source code 

metrics commonly used for 

SQP. 

RQ3 What are the datasets used for 

SQP? 

Identify the commonly used 

data set for SQP. 

RQ4 Which techniques are commonly 

used for feature reduction? 

identify the commonly used 

feature reduction techniques 

for SQP 

RQ5 Which performance measures 

are used for SQP? 

Assessment of performance 

measures used for measuring 

the performance of different 

ML models for SQP. 

RQ6 Which Programming languages 

are currently used in developing 

SQP model? 

Identify the programming 

languages commonly used for 

SQP. 

 

3) Review protocol 

In the review protocol section, the search design is described 

which includes search scope in terms of time period, 

electronic databases, and overall search strategy. 

Time period: In this review empirical study has been 

selected from the years 2005 to 2021. 

Electronic databases: The following five electronic 

databases have been selected as a primary source for this 

review: IEEE Xplore, ScienceDirect, ACM Digital Library, 

Wiley Online Library, Google scholar.  These electronic 

databases provide a good source for journal/event papers. 

Search strategy: Initial search is made to identify the 

primary studies in which source code metrics and ML 

techniques have been used for software quality prediction 

(SQP). After performing an initial search relevant studies 

are determined by following the inclusion and exclusion 

criteria described as below. 
Inclusion criteria: 

 Empirical studies using source code metrics and 

ML techniques for predicting software defects. 

 Empirical studies using source code metrics and 

ML techniques for predicting software 

vulnerabilities. 

 Empirical studies using source code metrics and 

ML techniques for predicting change-proneness in 

software. 

 Empirical studies using source code metrics and 

ML techniques for predicting software 

maintainability, testing and complexity. 

 Empirical studies from reputed publishers with 

good citations. 

Exclusion criteria: 

 Studies which do not include source code metrics 

and ML techniques. 

 Studies using source code metrics and ML 

techniques in context other than predicting SQP 

(Which include prediction of software defects, 

vulnerabilities, change-proneness, maintainability, 

testing and complexity). 

 Review studies. 

After applying above inclusion and exclusion criteria 57 

studies have been selected. The final selection is done by 

following the quality assessment criteria (QAC) described in 

the next section. 

B. Conducting the review 

This section defines quality assessment criteria, selection of 

primary studies, and data extraction and synthesis. 

 

1) Quality assessment criteria 

In this section quality questions are formed to check the 

quality and relevance of all the 57 primary studies (selected 

after following inclusion/exclusion criteria). Following 

questions are answered to measure the quality of selected 

studies: 

 Q1. Are the aims or objectives of research clearly 

stated? 

 Q2. Is the study peer reviewed? 

 Q3. Are the independent and dependent variables 

are clearly defined?  

 Q4. Are source code metrics used are clearly 

defined? 

 Q5. Are ML techniques used in the study clearly 

defined? 

 Q6. Are the results and findings obtained are 

clearly mentioned? 

 Q7. Are the tools and datasets used clearly defined? 
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2) Selection of primary studies 

In total 53 primary studies have been selected after 

following quality assessment criteria mentioned in the above 

section. Each study uses source code metrics and ML 

techniques for SQP. 

 

 
 

 

 

Table II: Selected Primary Studies 

 
Category Study No. Paper Category Study No. Paper 

 

 

 

 

 

 

Defect Prediction 

S1  [7] Defect Prediction S28  [34] 

S2  [8] S29  [35] 

S3  [9] S30  [36] 

S4  [10] Software 

Vulnerability Prediction 

S31 [37] 

S5  [11] S32  [38] 

S6 [12] S33 [39] 

S7 [13] S34  [40] 

S8 [14] S35 [41] 

S9 [15] S36 [42] 

S10  [16] S37 [43] 

S11  [17] S38 [44] 

S12  [18] S39 [45] 

S13  [19] S40 [46] 

S14  [20] S41  [47] 

S15  [21]  

 

 

 

Software Change Proneness 

S42  [48] 

S16 [22] S43  [49] 

S17 [23] S44  [50] 

S18 [24] S45  [51] 

S19  [25] S46  [52] 

S20  [26] S47  [53] 

S21 [27] S48  [54] 

S22 [28] S49  [55] 

S23  [29] S50  [56] 
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S24  [30] Software Testing S51  [57] 

S25 [31]  Software Maintainability S52  [58] 

S26  [32]  Software Complexity S53  [59] 

S27 [33]    

 

III. RESULT AND DISCUSSIONS 

This section presents results obtained from the selected 

studies. 

A.  Description of primary studies  

In this section we provide description of selected primary 

studies. This section includes publication source and 

publication year of all the primary studies selected for 

review. 

1) Publication 

The details of publisher for journals and events are shown in 
table III (a) and table III (b) respectively. The selected 

studies are published across 28 journals and 25 different 

events. Table III (c) presents the overall percentage of 

different publishers 

 
Table III (a): Publisher-wise distribution of journals 

 

Name of Publisher Journal (s) 

Elsevier 13 

Springer 6 

Wiley Online Library 2 

ACM  2 

IEEE  1 

Korean Science 1 

World Scientific 1 

Blu Eye Intelligence Engineering & Science 

Publication 1 

SAI Organization 1 

Hindawi 1 

 
Table III (b): Publisher-wise distribution of events 

 

Name of Publisher Event (s) 

Elsevier 14 

ACM 7 

Springer 2 

IET 1 

  

Table III (c): Percentage distributions of studies 

 

Name of Publisher Percentage 

IEEE 28 

Elsevier 24 

ACM 17 

Springer 15 

Wiley Online Library 4 

Korean Science 2 

World Scientific 2 

Blu Eye Intelligence Engineering & Science 

Publication 2 

IET 2 

SAI Organization 2 

Hindawi 2 

 

 

  
 

Figure 1:  Bar chart for percentage distributions of studies 

 

 

2)  Publication year 

Figure 2 presents the distributions of studies from 2005 to 

2021. It shows that from the year 2017 the highest number 

of studies are included followed by 2021 and 2015.  The 

number of studies in the years 2015, 2016, 2017, 2018, 
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2019, 2020 and 2021 are 6, 3, 7, 3, 3, 4 and 6 respectively 

accounting for 60% of the studies. This shows that 

preference is given to studies published in recent years 

Finally, complete content and organizational editing before 

formatting. Please take note of the following items when 

proofreading spelling and grammar: 
 
 
 
 

 
 

Figure 2: Year-wise distribution of studies 

 

B.  RQ1: Which ML techniques have been used for 

training software quality prediction (SQP) models 

using source code metrics? 

In this section details of ML techniques used in selected 

studies for SQP are presented. In this study the ML 

techniques used for SQP are classified in the following 

categories: 

 Bayesian Learning (BL) 

 Regressions 

 Ensemble Learning (EL) 

 Decision Trees (DT) 

 Support Vector Machines (SVM) 

 Neural Networks (NN) 

 Clustering 

 Rule Based Learning (RBL) 

  

Table IV: Classification of ML techniques for SQP 

 

Category Method (s) Number of Occurrence 

Bayesian Learning (BL)  Naive Bayes (NB) 31 

Regressions 

Linear Regression (LR) 28 

Zero Inflated Poisson Regression 4 

Negative Binomial Regression 2 

Ensemble Learning (EL) 

Random Forest (RF) 22 

AdaBoost (AB) 6 

Gradient Boosting (GB) 5 

Bagging 4 

Decision Trees (DT) 

J48 10 

Quad Based Tree 3 

Alternating Decision Tree (ADT) 2 

Classification and Regression Tree (CART) 2 

C4.5 1 

Logistic Model Tree 1 
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AdTree 1 

Support Vector Machines (SVM) Support Vector Machines (SVM) 17 

Neural Networks (NN) 

Artificial Neural Network (ANN)  9 

Multilayer Perceptron (MLP) 6 

Biological Neural Network (BNN) 4 

Radial Basis Function (RBF) 4 

Self-Organizing Maps (SOM) 1 

Recurrent Neural Network (RNN) 1 

 Clustering 

K- mean 3 

Hierarchal Clustering (HC) 2 

Make Density Based Cluster (MDBC) 2 

Rule Based Learning (RBL) 
OneR 2 

Neighbor With Generalization (Nnge) 1 

Miscellaneous 

IBK 3 

K- Nearest Neighbor (KNN) 3 

DeepJIT 2 

Kstar 1 

CC2Vec 1 

EARL 1 

   

 
 

 

 
                                                  

                                                                           (a)                                                                                                        (b) 
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                       (c)                                                                 (d)                                                                 (e)   

 

 
 

                                                                        (f)                                                                                                           (g) 

 

Figure 3: Distribution of sub categories in (a) Regressions (b) Ensemble Learning (c) Clustering (d) Rule Based Learning (e) Neural Network (f) DT (g) 

Miscellaneous  

 

 

Table V presents both the number and percentage of the 

studies with respect to ML techniques. Table V shows that 

among the different categories of ML techniques most 

frequently used techniques are from the categories BL, 

Regression, EL, DT, and SVM which covers 58.49%, 

52.8%, 41.5%, 32% and 32% of studies, respectively. 
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Table V: Distribution of studies across ML techniques based on 

classification 

 

Machine Learning Method Number of Studies Percent 

Bayesian Learning (BL) 31 58.49 

Regression 28 52.8 

Ensemble Learning (EL) 22 41.5 

Decision Tree (DT) 17 32 

Support Vector Machine (SVM) 17 32 

Miscellaneous 15 28.03 

Neural Network (NN) 10 18.86 

Clustering 5 9.4 

Rule Based Learning (RBL) 2 3.7 

 

 

C.  RQ2: Which source code metrics are commonly used 

for SQP using ML techniques? 

Number of source code metrics are used for quantifying the 

characteristics of software. Table VI, VII, VIII and IX 

define various types of   source code metrics used under 

different categories in selected primary studies. Table VI 

presents source code metrics used for defect prediction. 

Object oriented, complexity, size and Halstead’s metrics are 
the commonly used metrics in this category 

 

 

 

 

 

 

 

 
Table VI: Software metrics used in software defect prediction 

Category Metric Type Studies Reference List of metrics 

                                                                   

Defect 

Prediction 

1.Complexity metrics (15) S2, S3, S6, S7, S9, S11, S13, S17, 

S19, S21, S23, S24, S25, S26, 

S27 

CC, Essential Complexity, Max. CC, Avg. CC, 

Cyclomatic Density, Design Complexity, AMC, SDMC 

2. Halstead (9) 

S2, S3, S7, S8, S9, S19, S23, S26, 

S27 

N, V, D, I, E, B, L, T 

3. Size (16) S1, S2, S3, S4, S5, S6, S7, S8, 

S9, S17, S19, S21, S22, S23, S25, 

S26 

LOC, CLOC, BLOC, CCLOC, UNOD, UNOT, NOD, 

NOT, LOC_Blank, LOC_Comment, LOC_Execute, 

Branch_Count,  Decision_Count 

4. Object Oriented (13) S1, S4, S5, S6, S10, S11, S12, 

S13, S20, S23, S24, S25, S34 

CBO, LCOM, LOC, MOA, NOM, RFC, CA, CE, DAM, 

SRFC, CAM, DIT, NOC, IC, CBM, MFA, WMC 

5. Others S6, S28  Conditional Expression, ContinueStatement, DoStatement, 

FieldAccess, Javadoc, LabeledStatement, 

ParenthesizedExpression, PrefixExpression, 

QualifiedName, ReturnStatement, 

SuperMethodInvocation, SwitchStatement, 

ThisExpression, ThrowStatement, CommitLevel metrics 

  

 
Table VII: Software metrics for software vulnerability prediction 

 

Category Metric Type Studies Reference List of metrics 

Vulnerability Prediction  

 Complexity (7) S32, S33, S34, S35, S36, 

S38, S39 

Cyclomatic, CyclomaticModified, 

CyclomaticStrict, Essential 

Cyclomatic Complexity, Nesting Complexity 
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CountLine (6) 

S32, S33, S35, S36, S38, 

S41 

AltCountLineComment, CountLineComment, 

CountInput, CountOutput, CountPath, 

CountLine, CountLineCode,  

CountLineInactive, CountLinePreprocessor, 

CountSemicolon, CountStmt, 

CountStmtExe, CountStmtDecl, 

CountStmtEmpty 

Coupling & cohesion 

(5) 

S31, S32, S37, S38, S39 SumFanIn, SumFanOut, MaxFanIn, MaxFanOut, 

HK, WMC, DIT, NOC, CBC, RFC, CBO, LCOM 

Comments (4) 

S31, S37, S38, S41 

AltCountLineComment, CountLineComment, 

RatioCommentToCodE 

Halstead (1) 

S31 

Halstead Volume 

 
                                                       Table VIII: metric classification for software change proneness prediction 

   Category Metric Type Studies Reference List of metrics 

Change Proneness 

Object Oriented (9) S42, S43, S44, S45, S46, S47, 

S48, S49, S50 

WMC, DIT, CBO, RFC, Ca, NPM, 

MOA, CAM, IC, CBM, AMC 

only WMC, CBO, CA, NPM, CAM, 

IC, CBM, AMC, LCOM 

Size Metrics (4)  S45, S46, S47, S49 LOC 

 

 

Table IX: metrics classification for software maintainability and complexity prediction 

 

Categories Metric Type Studies Reference List of metrics 

software maintainability 

and complexity 

Object Oriented S52, S53 DIT, RFC, WMC, 

 LOC, CBO, DIT, NOC, 

NOM, LCOM, 

 

 
Table VII shows, that in the selected studies complexity, 

count, coupling & cohesion, and comment metrics are 

commonly used source code metrics for software 

vulnerability prediction. Table VIII shows the metrics used 

to predict software change proneness. It is clear from the 

table that object-oriented metrics and size metrics are the 

commonly used metric for predicting software change 

proneness. Metrics used for predicting software 

maintainability and software complexity are listed in table 

IX. 

 
Table X: Popular metrics used in selected studies. 

 

Metric 
Total Occurrence 

Cyclomatic Complexity (CC) 25 

Line of Code (LOC) 21 

Coupling Between Objects (CBO) 21 

Response for a Class (RFC) 21 

Weighted Methods per Class (WMC) 20 

Lack of Cohesion in Methods (LCOM) 17 

Depth of Inheritance Tree (DIT) 16 

Number of Children (NOC) 16 

Average Method Complexity (AMC) 14 

Cohesion Among Methods (CAM) 13 

Halstead Metrics (N, V, D, I, E, B, L, T) 

10 

IC 10 

 

Table X presents popular metrics used in overall selected 

studies with their total occurrence 

D. RQ3: What are the datasets used for SQP? 

This section analyzes the datasets used for SQP.  Table XI 

and figure 4 shows all the datasets used in different 

prediction models (for software defect, vulnerability, 

change-proneness, maintenance, testing and complexity 

prediction) used in this study.  Major datasets used are as 

follow: 

 NASA datasets: NASA’s Datasets are freely 

available in NASA repository. 26% of our selected 

studies used NASA datasets. Table XI shows that 

they are the most common used datasets for SQP 
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 PROMISE datasets: these datasets are available in 

PROMISE repository.15% of our selected primary 

studies used PROMISE’s datasets. 

 Apache datasets: these datasets are used in 13% of 

the selected studies. 

 Mozilla Firefox:  used in 11% of the selected 

studies. 

 Eclipse: used in 9% of the selected studies. 

 Turkish and Stanford datasets: both are used in 

equal proportion that is 9% of each. 

 Other open-source projects: 20% of the selected 

studies use datasets from other open-source 

projects. 

Table XI: Classification of Datasets for SQP 

 

Datasets Type 

Number of 

studies 

Percentage of 

Studies 

NASA 14 26 

PROMISE 8 15 

Apache 7 13 

Mozilla Firefox 6 11 

Eclipse 5 9 

Turkish Data Set 2 3 

Stanford 2 3 

Other open-source 

projects 
11 20 

 

Figure 4 present datasets for SQP used by the selected 

primary studies.  

 

 
 

Figure 4: datasets used for SQP 

 

 

1) Description of datasets used for Software 

Vulnerability Prediction (SVP) 

Security is one of the important characteristics to measure 

the quality of software. Software vulnerabilities should be 

handled carefully to avoid non-compensable damage to the 

system. ML techniques are playing an important role in 

predicting software vulnerabilities. Description of datasets 

used for SVP in the selected primary studies (S31, S32, S33, 

S34, S35, S36, S37, S38, S39, S40, and S41) is given in 

table XII.  

Mozilla: Vulnerabilities dataset of Mozilla Firefox is used in 

54% of the selected studies. 

Apache: Apache Tomcat and Apache CXF accounts for 

18% of the selected studies for SVP. These datasets are 

freely available. 

Ellipse, Stanford, and NIST: datasets from Ellipse, Stanford 

and NIST repository are used in equal proportion that is 9% 

of each for SVP. 
Other open-source project: 27% of the selected studies for 

SVP used open-source project like github, glib, Linux kernel 

and other web application dataset.  

 

 
Table XII: Datasets used in SVP 

Dataset Type Percentage of Studies 

Mozilla 54 

Apache 18 

Ellipse 9 

Stanford 9 

NIST 9 

Other Open-source Project 27 

 

 

 
 

Figure 5: Datasets for SVP 

 

E.  RQ4: Which techniques are commonly used for 

feature reduction? 

To reduce the dimensionality of features, number of feature 

reduction techniques have been used over the years. There 

are basically two types of feature reduction techniques: 

feature selection and feature extraction. Feature selection 

techniques help in selection of the most relevant feature in a 

dataset while on the other hand, in feature extraction 

technique a new feature is extracted by combining a set of 

relevant features. Only 36% of the selected primary studies 
clearly mentioned the use of feature reduction techniques. 

The most commonly used feature selection techniques in the 

selected studies are forward step method (used in S10, S11), 

correlation-based feature selection (CFS) (used in S9, S19), 

gain ratio (used in S27, S30), Pearson’s correlation (used in 

S23, S29, S53) and information gain (used in S16, S49). 
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Some less commonly used feature selection techniques 

include Spearman’s correlation (sued in S21), greedy 

algorithm (used in S29), chi square (used in S49), fisher’s 

criterion (used in S23), Binary genetic algorithms (used in 

S13). 

There are few studies which used principal component 

analysis for feature extraction (used by S9, S4). 

F.  RQ5: Which performance measures are used for 

SQP? 

As shown in table XIII and figure 6 precision, accuracy, 

ROC, recall, f- measure and specificity are the most 

commonly used performance measures used in selected 

studies for SQP. F1 score, absolute error, sensitivity, FP 

rate, FN rate completeness, relative error, confusion metrics 
MAE are among the less used performance measure in the 

selected studies. 

 
Table XIII: Percentage of occurrence of performance measures in selected 

studies for SQP 

 

Performance Measure 
Percentage of 

Occurrence 

Precision 51 

Accuracy 45 

ROC 37 

Recall 32 

 F-measure 24 

Specificity 18 

F1 Score 11 

absolute error 11 

Sensitivity 9 

FP rate 7 

FN rate 5 

Completeness 5 

relative error 3 

confusion matrix 3 

MAE 3 

 

 
 

Figure 6: Performance measures used for SQP 

 

G. RQ6: Which Programming languages are currently 

used in developing SQP models? 

 

 
 

Figure 7: Programming language used for SQP. 

 

Around 66% of the selected studies clearly specify the 

programming language of source code. Some of the studies 
uses only one language while some of the studies uses multi 

language like C/C++, Java/C++, C/C++/Java. In this 66% of 

the studies 62 % studies uses JAVA, 40% uses C++ and 28 

% uses C as a source code language as shown in figure 7. 

Therefore, from the above facts and figure it is observed that 

most of the studies use object-oriented programming 

paradigm. 

IV. LIMITATIONS 

In this systematic review, a number of primary studies are 

evaluated to assess the source code metrics and ML 

techniques for SQP. A limitation in this review is that only 

studies which include source code metrics and ML 

techniques for predicting software quality are included. 

Important studies which include techniques other than 

source code metrics are excluded in this review. For 

example, there are other successful methods for predicting 

vulnerabilities in source code but not includes in this review. 

Though all the mentioned digital libraries have carefully 

searched, there still may be the possibility that a suitable 
study may be left out. 

V. CONCLUSION AND FUTURE GUIDELINE  

In this study a systematic review is performed in order to 

analyze and assess the ML techniques, source code metrics, 

datasets and performance measures used for SQP. In the 

first step 53 primary studies (2005-2021) are identified   to 

meet research objectives. In the second step data is 

collected, analyzed and assessed to answer the research 
questions. In this study   ML techniques and source code 

metrics used for SQP are assessed. Datasets and 

performance measures used in the selected studies for SQP 

are also analyzed and assessed. 

  Main finding obtained from the selected studies are: 

 Most commonly used ML techniques for SQP are 

bayesian learning (BL), regression, ensemble 

learning (EL), decision tree (DT) and support 

vector machine (SVM). 
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 Most frequently used source code metrics in the 

selected studies are LOC, CC, CBO, RFC, WMC, 

LCOM, DIT and NOC. 

 Most commonly datasets used in the selected 

studies are: NASA, PROMISE, Apache, Mozilla 

Firefox and Eclipse. 

 Precision, accuracy, ROC, recall and f-measure are 

among the most commonly used performance 

measures in SQP. 

 Java, C++ and C are the most frequently used 

programming language by researcher for SQP. In 

the selected studies only 66% of the studies clearly.  

 mentioned about the programming languages in 

which 62% studies uses JAVA, 40% uses C++ and 

28 % uses C as a source code language. 

 

Guideline for researchers and software practitioners for 

carrying out research work in future on software quality 

prediction using ML techniques are as following: 

(1) More studies should be carried out to predicting 

quality characteristics like functionality, reliability, 

usability, efficiency, maintainability and portability 

using ML techniques. 

(2) Security of software is also one of the important 

sub characteristics of software product quality. 

More work needed to be done in predicting 

software vulnerabilities to ensure software security 

during software development. 
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