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Abstract: Cloud computing has grown very rapidly and now a days it become a very attractive computing paradigm which main aims to provide 
the end users with directly transmit the computing power anytime. The data centers of next generation goals are to design them for providing 
power in the form of virtual services (application logic, hardware, database, user- interface, and so on). It enables the users for deploying and 
accessing the applications at an efficient cost. In cloud computing, there are three recent fields of developments such as distributed computing, 
grid computing and parallel computing. Workflow scheduling is a method of discovery the proficient mapping of workflow tasks to the 
appropriate resources so that the implementation can be accomplished to convince objective criteria. The objectives of scheduling a workflow 
task are different for different application. Workflow application can be executed in cloud computing environments in utility-based fashion. In 
this paper author is using improved round robin algorithm in workflow has been implemented for increasing the scalability, less memory 
consumption. 
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I.  INTRODUCTION 

 
Cloud computing has been under a developing spotlight as a 
conceivable answer for giving an adaptable, on request 
figuring framework for various applications. Mists are being 
investigated as an answer for a portion of the issues with Grid 
registering. Nowadays Cloud figuring is rapidly changing the 
system get to engage the little relationship to make flexible 
application for customers.  
 
The Cloud Computing condition offers various focal points for 
facilitating and executing complex applications, for example, 
Workflows.  
 
Workflow are planned particularly to make and execute a 
progression of escalated computational and information 
control steps [1]. They are every now and again being utilized 
to model complex marvels, to break down instrumental 
information, to entwine data from dispersed sources, and to 
seek after other logical attempts [2]. They can be executed 
utilizing IaaS benefits on the Cloud as virtual machines.  
 
Cloud computing pushes Workflow applications to 
progressively arrangement process and capacity assets is 
essential for the execution of its undertakings because of the 
flexibility resource of these assets. It empowers Workflows to 
limit the execution cost and meet characterized due dates by 
dispensing assets on-request utilizing the "pay per-utilize" 
valuing model. 
 

 
 

FIG.1. CLOUD COMPUTING 
                   
II. WORK FLOW 
 
Workflow Scheduling: In a Workflow where the applications 
are composed as Directed Acyclic Graphs (DAG) [3][4]. Here 
the edges show the endeavor conditions [5] and the centers 
address the constituent errand. A singular work process has 
some course of action of task where each endeavor is talking 
with another errand in the work procedure. Work process can 
be characterized as an arrangement of assignment and 
conditions between the undertakings that are utilized for 
communicating different logical applications. The primary 
issue in running these work process applications is mapping 
the assignments of the work process to a fitting asset in the 
cloud condition. Work process can be characterized as an 
arrangement of assignment and conditions between the 
undertakings that are utilized for communicating different 
logical applications. These applications can be executed in 
business open cloud like Amazon, which is very cost effective. 
Business open cloud situations offer distinctive sorts of assets  
like Macro, Small, Large and X large which vary in cost and 
performance. On-demand useful resource provisioning is 
regarded in a few of the current workflow scheduling 
algorithms. Through consider various Parameters like 
execution cost, time and resource utilization for the application 
schedulers, they do not have any requirement for a billing 
model for the resources as it is needed cloud. For example 
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Amazon EC2 charges a minimum unit four an hours usage of 
the cloud resources. Hence they become more economical than 
the existing system his work focuses on  minimizing the 
overall execution cost of workflow application in a given  
deadline by considering the billing model of the cloud. 

 
 

  FIG.3: WORKFLOW REPRESENTATION 

 
FIG 2: DAG-BASED WORKFLOW REPRESENTATION 

 
We recommend assignment clustering mechanism which takes 
into consideration billing mannequin of the cloud. A gain 
knowledge of going for walks the Montage and Epigenome 
workflow software on extraordinary types of resources is 
finished in workflowsim for existing scheduling algorithm. 
This work focuses on minimizing the overall execution cost of 
workflow application in a given deadline by considering the 
billing model of the cloud. 
 
The goal of workflow management is to make sure that the 
proper activities are executed by the right service at the right 
time [6]. The tasks are divided in to subtasks, roles, rules and 
processes to execute and observe the workflow, workflow 
system boost the level of production organization and work 
efficiency. 
 
III. RELATED WORK 
 
Workflow scheduling is a well-known NP-complete problem 
even in simple scenarios. Thus, many heuristics were proposed 

to address the scheduling difficulty in distinctive structures 
(Clusters, Grids). Within the last few years many static 
heuristics have been proposed for clusters and Grids. These 
heuristics attempt to generate an most appropriate (or 
suboptimal) scheduling plan, i.e. To allocate movements of a 
workflow onto a set of on hand machines previous to the 
workflow execution. The next part describes the present works 
accomplished for workflow scheduling in dispensed 
environment. In the present state of affairs, many scientist/ 
researcher are working for improving the proper utilization of 
cloud resources. This difficulty is similar with any other 
atmosphere just like the grid or allotted. Within the cloud 
computing environment, we are able to improve QoS with the 
support of workflow scheduling algorithms. We studied 
various algorithm and a few of them might be discussed here.  
 
3.1 Cost-Based Scheduling Of Scientific Workflow 
Applications On Utility Grid [7] is headquartered on 
NimrogG[8] and A Market-founded Workflow administration 
procedure[9] which schedules unbiased duties and assign cut-
off date of person challenge respectively. On this algorithm 
writer solved the undertaking independency obstacle with the 
aid of seeing that the tasks with unique dependencies. By way 
of this, author decrease the execution rate while assembly the 
time limit constrain and remedy optimally the scheduling main 
issue for sequential duties with the aid of modeling the 
department partition as a Markov choice approach(MDP) that 
scale down the execution rate and reinforce the QoS in Utility 
Grids atmosphere.  
 
3.2 A Multiple QoS Constrained Scheduling Strategy of 
Multiple Workflows for Cloud Computing(MQMW)[10] 
optimize multiple parameters(make-span, the price of 
workflow, the success expense of workflow scheduling) of 
QoS. It eliminates the drawback of previous algorithms similar 
to price-founded scheduling algorithm introduce by means of 
Jia Yu which used to be used for multiple workflows however 
the relationship between workflows should not remember[11]. 
In other paper, proposed by Ke Liu et al. For intensive 
workflow (multiple instances of single workflow) but in a 
couple of workflows way a couple of constitution [12].  
 
3.3 Scheduling Service Workflows for Cost Optimization 
in Hybrid Clouds [13] This algorithm work in Hybrid cloud 
state of affairs. When cloud person needs new assets from the 
general public cloud to satisfy their want at the moment public 
cloud resources will have to be agenda in a proper means. The 
author making use of PCH method that separate the public 
cloud assets and confidential cloud assets are requested via 
cloud consumer in order to lessen the Rate and meet the time 
limit. 
 
3.4 Scheduling Scientific Workflows Elastically For Cloud 
Computing [14] on this paper Cui Lin et al, optimizing the 
execution time as good as resources to scale elastically at run 
time. This was once carried out through formulize the 
computing atmosphere and scientific workflow. 
 
3.5 Scheduling Technique of Data-Intensive Application 
Workflows In Cloud Computing [15] The predominant 
purpose of this paper is the selection of compatible hosts for 
gaining access to assets and making a virtual computing 
device to execute applications for extra amazing execution. 
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The selection of compatible knowledge facilities which have 
minimal switch time to access duplicate amongst other 
information centers and create VM for this data core.  
 
3.6 Trust-Based And QoS Demand Clustering Analysis 
Customizable Cloud Workflow Scheduling Strategies [16]. 
This proposed algorithm is established on ‘demand at low cost 
rate’ wherein all forms of assets supplied to end person on 
their demand at low cost price [17]. In this paper, defining the 
key vicinity and key area reliability for the cloud resources, 
due to the fact that the fee, completion time and security.  
 
3.7 A Truthful Dynamic Workflow Scheduling Mechanism 
For Commercial Multicloud Environment [18]. It's 
multicloud environment workflow scheduling algorithm which 
has objected to decrease the completion time and economic 
cost even as assembly the cut-off date for supplying the 
outcome. Algorithm situated on recreation thought and 
mathematical approach to analyze the choice of retailers in 
hindrance for trust accuracy of the cloud useful resource 
[19,20]. 
 
3.8 Energy Efficient Workflow Job Scheduling for Green 
Cloud [21] used to be imparting a realistic mannequin that 
consume much less vigor and minimize the CO2 emission. 
Every venture of scientific workflow run without affecting the 
effectivity headquartered on DVFS system. Useful resource 
utilization is maximized on this algorithm, via VM allocation 
method that enhance the approach performance.  
 
3.9 Deadline Based Resource Provisioning and Scheduling 
Algorithm for Scientific Workflows on Cloud [22]. This 
paper proposed a new style of algorithm which is source 
provisioning and time table the scientific workflow on 
infrastructure as-a-carrier (IaaS). Cloud computing through 
providing a meta-heuristic optimization method, particle 
swarm optimization(PSO) and objectives to decrease the 
overall workflow execution price even as assembly cut-off 
date constrain  
 
3.10 Cluster based Scheduling of Workflow Applications in 
Cloud [23] on this paper author advise a new variety of 
workflow algorithm that's founded on the cluster of the 

challenge. In this algorithm decreasing the overall makespan is 
the essential purpose of the writer.   
 
3.11 An Approach to Workflow Scheduling using Priority 
in Cloud Computing Environment[24] workflow scheduling 
algorithm do not forget the a couple of standards (rate, 
precedence) to optimize the service utilization. Proposed 
algorithm gives higher influence over GA algorithm. 
 
         A. Approaches for Workflow Scheduling issues: 
A workflow is a chain of linked tasks. Workflow scheduling is 
a giant predicament within the generation of Cloud 
Computing. Clearly it is the dilemma concerning the mapping 
of every undertaking to an suitable server and allowing the 
project to meet some efficiency constraints. The mapping of 
duties to the computation assets comparable to servers is an 
NP-complete concern [25]. So, earlier work have proposed 
many heuristics based technique to scheduling Cloud’s 
workflows: 
 S. Parsa [26] proposes a scheduling algorithm that minimizes 
the makespan of the workflow in Grid atmosphere.  
 
J.M. Cope evaluated the performance of two scheduling 
algorithms named FRMTL and FRMAS [27] that function in 
TeraGrid. 
 
A. Agarwal studied the grasping algorithm [28] which 
assigned an right precedence sequence quantity to a mission.  
 
M.Wieczorek [29] proposed a Genetic algorithm (GA), 
nevertheless, the reports in [30][31] concludes that lots of the 
Particle Swarm Optimization (PSO) scheduling algorithms 
exhibit turbo convergence pace than GA.  
 
S. Pandey [31] reward a PSO scheduling algorithm to lessen 
the fee of the execution.  
 
B. Particle Swarm Optimization system: 
 
The Particle Swarm Optimization [32] which is without 
doubt one of the trendy evolutionary optimization procedures 
was once offered in 1995 by way of Kennedy and Eberhart.  
 

                       
                                                           Table 1.Existing Workflow Scheduling Algorithm 
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workflow execution time.  
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execution. 
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V. PROPOSED WORK 
 
Round Robin:  
It is one of the easiest scheduling method that utilize the 
precept of time slices. Here the time is split into more than one 
slices and each and every node is given a certain time slice or 
time interval i.e. It makes use of the principle of time 
scheduling. Every node is given a quantum and its operation.  
 

The resources of the carrier supplier are offered to the 
inquiring for purchaser on the foundation of time slice. The 
proposed algorithm is an improvement over the Round Robin 
Scheduling algorithm. The Round Robin algorithm still is not 
implemented in workflow scheduling. So with few parameters 
the author is implementing round robin algorithm in 
workflowsim. 
 
In cloud computing Round Robin algorithm earlier is being 
used in load balancing through Cloudsim which is a single 
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threaded process. In this paper the author is implementing 
improved round robin algorithm in Workflowsim which is a 
multi-threaded process tool, through which few results are: 
 
 
Proposed algorithm: Improved Round Robin 
 
Step:1 Sort according to ID (Cloudlet & VM) 
Step:2 For i=1 to Number of Cloudlet 
Step:3 Get ID of cloudlet 
Step:4 For j=1 to number of VM 

{ 
x=get first free VM ID 
Break 

} 
End 

Step:5 For k=1 to number of VM 
Step:6   Y =Get first VM ID 
Step:7 If ( Y.MIPS> X. MIPS AND Y.RAM> X.RAM) 

  Then X=Y 
Break 
End 
End 

Step:8 Allocate this VM to Current Cloudlet VM and 
make VM busy 

Step:9 End  
 
 
 

• Increased scalability. 
• Less time consumption. 
• Less memory consumption. 

 
Improved round robin scheduling where the author is using 20 
virtual machine with 100 cloudlets. Therefore the result is 
scalability is increasing.  
 
 

 
 

Fig 4: FLOWCAHRT FOR IMPROVED ROUND ROBIN 
ALGORITHM 
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VI. RESULT ANALYSIS 
 

 
 

Fig 5: Experiment result of improved round robin algorithm 
 
VII. CONCLUSION 

 
Cloud offers extraordinary scalability to workflow systems 
and could potentially change the way we distinguish and 
conduct scientific experiments. Workflow task is completed 
by optimization of different objective functions, so different 
application scenarios require dissimilar scheduling algorithms. 
Based on the optimization objective of algorithms, we can 
categorize them into performance constrained scheduling 
algorithm, user’ QoS criteria constrained scheduling algorithm 
and combination of both. In our work, we get the improved 
results than the existing techniques. 
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