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Abstract: With the emergence of steganography, the counter technology, namely steganalysis has also emerged. Steganalysis is used to detect or 
extract the hidden message from the carriers. It is a set of techniques: visual or statistical by which it is possible to check for the existence of 
steganography content in cover object. Steganalysis could be passive or active. Passive steganalysis simply aims to identify the presence or 
absence of secret message whereas Active steganalysis attempts to estimate the message length, secret key, message bits, etc. Current 
steganalysis techniques emphasize on the design of the classifier based on the training set of cover objects and stego objects obtained from a 
variety of different embedding algorithms. The inherent features of natural image get violated when an image undergoes some embedding 
process; classification is done on the basis of the some of these features. The extraction of sensitive features and design of good classifier are the 
principal tasks for steganalysis.  
 
Keywords: Steganalysis; Classifier; Feature extraction; RBFNN; LGEM; GEFR; LSB; GA; RS; POV 
 
I.          INTRODUCTION 
Although steganography may provide a safe tool for 
communication to government and business, it will suffer 
serious consequences if it is used by the terrorists or 
criminals. In contrast, steganalysis was proposed to 
determine whether there are secret messages embedded in 
image or video [1].  
     Steganalysis involves two major types of analysis: 
Visual analysis and statistical analysis. Visual analysis deals 
with detection of secret message with naked eye or with the 
help of computer in which bit planes are analyzed 
separately for any unusual change in the appearance for the 
presence of secret message. Statistical analysis deals with 
detection of any change in statistical properties of stego 
object caused by steganographic algorithm. Steganalysis 
can be divided into two major types: Universal steganalysis 
and specific type of steganalysis techniques. Universal 
steganalysis techniques can detect secret message in stego 
objects embedded by a range of steganographic algorithms 
and specific stegalalysis techniques, which are more 
sophisticated techniques and work corresponding to a 
particular steganographic algorithm only [2]. 
     Universal steganalysis is also referred as blind 
steganalysis because these are independent of any specific 
embedding technique and are used to alleviate the 
deficiency of targeted analyzers by removing their 
dependency on the behavior of individual embedding 
techniques. To achieve this, a set of distinguishing statistics 
that are sensitive to a wide variety of embedding operations 
are determined and collected. These statistics, computed 
from both cover and stego images are employed to train a 
classifier, which is subsequently used to distinguish 
between cover and stego images [3].  
     Blind steganalysis has two important components; these 
are feature extraction and feature classification. In feature 
extraction, a set of distinguishing statistics are obtained 
from a data set of images. There is no well defined 
approach for obtaining these statistics, but often they are 
proposed by observing general image features that show 

strong variation under embedding. The second component, 
feature classification, operates in two modes. First, the 
obtained distinguishing statistics from both stego and cover 
images are used to train a classifier. Second, the trained 
classifier is used to classify an input image as either being a 
clean image or carrying a hidden message [3]. 
     Specific type of steganalysis techniques or embedding 
specific steganalysis is also termed as Targeted steganalysis 
and are designed for a particular steanographic algorithm. 
This technique is more robust, since it has good detection 
accuracy for that specific technique when they were used 
against the particular steganographic technique [3]. 
     Steganalysis technique can also be classified as whether 
they use instances to build classifiers or not. The 
steganalysis approaches can be categorized into two types, 
one uses instances of training images, the other does not use 
instances, instead, a parametric model is developed and its 
statistics are computed for steganalysis detection. Non-
instance based techniques use the statistics of the image by 
an implicated parametric model, and classification is based 
on rules [4]. 
 
 Computational intelligence approach for steganalysis:  
 
     Data hiding process distorts the bit plane of the cover 
signal. If the host signal is an image, then the difference 
between images before and after the embedding process 
may give some information about the hidden data. That is if 
the bit planes of the two images are compared, the existence 
of the hidden data can be discovered. Rather than making an 
exact comparison between clean and altered images, ANN 
can be used to learn the bit pattern of images that makes the 
trained ANN capable of classifying the images. An essential 
issue in training neural networks is to choose training inputs 
in such a way that the training error is minimized. This 
selection needs to take proper care of the features of images 
[4].  
     The detection of hidden information detection is 
regarded as a classification process, in this approach. The 
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inputs are the images and the outputs are the class labels. 
Feature extraction is often used in blind steganalysis which 
aims to build a universal classifier to detect all 
steganography without knowing the actual methods used. 
Classifiers are used to wrap the extracted feature. The 
classifier is designed using the training set, some classified 
instances are applied, and then the classifier is used to 
classify unknown test set. A variety of classification 
methods can be used and different classification algorithms 
can be designed for better performance of the steganalyzer 
[5]. For steganalysis, the spatial domain & transform 
domain features extracted from the stego image could be 
applied to the neural network classifier in order to classify 
the original and the stego image. Suitable learning machine 
may be applied as a classifier for the desired steganalysis 
process. The general computational intelligence based 
approach for steganalysis can be illustrated as in figure 1.  
  

 
 
Figure1 – Computational Intelligence based LSB steganographic 
detection[4] 
 
The rest of this paper is organized as follows:  
Section II highlights various image steganalysis methods. 
Section III explains various performance parameters used to 
be evaluated for steganalysis. Section IV elaborates the 
scope of research noticed so far in the reported research 
work in the field of steganalysis. Finally, section V 
describes the concluding part. 
 
 
II.        STEGANALYSIS METHODS 

 
     The performance of the steganalysis system is mainly 
determined by the method of feature extraction and the 
architecture selection of the classifier. Selecting the proper 
classifier with appropriate parameters will improve the 
detection accuracy and generalization capability of the 
system [6]. 
 
A. Steganographic detection by Radial basis function 
neural network minimizing the localized generalization 
error model: 
 
     Radial Basis Function Neural Network (RBFNN) 
optimized by the Localized Generalization Error Model (L-
GEM) is being used by various researchers for 
steganography detection. In this method discrete cosine 
transform (DCT) features along with the Markov features 

were used as inputs of neural networks for detection. To 
enhance the generalization capability of the RBFNN, the 
architecture of the RBFNN is selected by minimizing the L-
GEM. The Discrete Cosine Transform (DCT) features and 
Markov features are extracted from JPEG images as the 
input features for RBFNN describing an image. To enhance 
the generalization capability of steganography detection, 
architecture selection of RBFNN was done using the L-
GEM. RBFNN could be trained quickly for large dataset 
and it is not easily trapped by the local minima. The L-
GEM estimates the generalization error of a RBFNN for 
unseen samples, which are similar to the training samples. 
In practical applications, one may not expect a classifier to 
correctly classify unseen samples, which are very different 
from the training samples. Therefore, selecting classifier 
architectures based on the generalization error of all 
possible samples in the entire input space may be counter-
productive [6]. 
     DCT features focus on capturing the statistic of DCT 
coefficients and the inter-block dependencies among DCT 
coefficients. On the other hand, Markov features capture the 
intra-block dependencies. Both DCT features and Markov 
features have their own superiority for dealing with 
different types of steganographic algorithm. Merging DCT 
features and Markov features would have improved the 
detection accuracy and the robustness of the system [6]. 
      
B. Steganographic detection using Bayesian neural 
network and genetic algorithm: 
 
     A feature selection and transformation approach for 
universal steganalysis based on Genetic Algorithm (GA) 
and higher order statistics have been reported in [7] [8].  
     They have chosen three types of typical statistics as 
candidate features and twelve kinds of basic functions as 
candidate transformations. The GA is utilized to select a 
subset of candidate features, a subset of candidate 
transformations and coefficients of the Logistic Regression 
Model for blind image steganalysis. The Logistic 
Regression Model is then used as the classifier. They have 
observed that the GA based approach increases the blind 
detection accuracy and also provides a good generality by 
identifying an untrained stego-algorithm.  
 
c. LSB Steganographic detection using non instance based 
techniques: 
 
     Most of the conventional LSB steganalysis methods fall 
in this category. Three of them are illustrated below. 
 
Chi-square steganalysis:  
     LSB utilizes the lowest bit plane for embedding, and 
substitutes every suitable bit with a message bit. If the 
embedded message bit is different from the original one, 
then a bit flip must have been performed [5]. Let the pixel 
value be j, j € [0.255]. If j = 2i then after flipping j will be 
2i+1, and if j = 2i + 1 then after flipping j will be 2i. 
According to concept of POV (Pairs of Values), which 
combines two pixel values 2i and 2i + 1 together as a pair, 
and the two values in the pair only differ in the lowest bit. It 
can be easily noticed that if a pixel value is in a pair, then 
after embedding the value is still in the same pair. Let the 
frequencies of pixel value be 2i, 2i+1 be h2i, h2i+1. Usually, 
messages are compressed or encrypted before embedding, 
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so the message bits can be treated as random, and 
subsequently the frequencies of 0 and 1 would be nearly 
1/2. So that is to say, the frequencies of the two pixel values 
in the same POV would be nearly the same after 
embedding. In order to determine whether there exists 
significant difference between h2i and h2i+1, χ2 test could be 
used. It is needed to calculate χ2 statistics as (after 
embedding the expectation of h2i is, the probability of image 
being embedded can be calculated using the density 
function of χ2 distribution as p(k is the total number of all 
possible i in equation 1): If p is close to 1, the image is 
classified as an embedded stego. χ2 steganalysis is used to 
estimate the hidden message length, but it can also be used 
to detect the existence of hidden messages. The piecewise 
χ2 coefficients and a threshold could be chosen, if there are 
coefficients which are higher than the threshold, then the 
image is classified as embedded one [5]. 
 
Regular Singular (RS) steganalysis: 
     RS method exploits the spatial correlations in stego-
images. Let us assume that we have M×N images, and let P 
stands for all pixel values. We define discrimination 
function f on group G = (x1,……, xn) as 
                        f (x1,….. xn) =  ∑ |𝑥𝑥𝑥𝑥 − 𝑥𝑥𝑥𝑥 + 1|𝑛𝑛−1

𝑥𝑥=1 , 
(i = 1, 2, ….., n).The discriminate function f can be regarded 
as a smoothness measure of G. There are three types of 
flipping functions defined. F1 is defined as 0↔ 1; 
2↔3,……,254↔255; F-1 as -1↔0, 1↔2,……,255↔256; 
F0 is defined as identity permutation F0(x) = x. So LSB 
embedding can be expressed as follows [5]:  
When the embed bit and corresponding cover bit are the 
same, F0 is applied, else F1 is applied. LSB embedding will 
cause an increase of the f value. Every group is applying 
flipping functions using mask M and as a result flipped 
group is  F(G) = (FM(1)(x1), FM(2)(x2),…….., FM(n)(xn)) 
where M (i) € {-1,0,1}. Three types of pixel groups R, S, U 
are defined as Regular groups: G€R↔ f (F(G)) > f(G), 
Singular groups: G€S ↔f(F(G)) < f(G) and Unusable 
groups: G€U ↔ f(F(G)) = f(G). The relative number of ‘R’ 
groups of non-negative mask M€{0,1} are denoted as RM , S 
groups as SM . Similarly the relative number of R groups of 
non- positive mask -M€{-1,0} can be denoted as R-M , S 
group as S–M. The LSB embedding enforces the difference 
between RM and SM to zero as embedding length increases 
[5]. 
 
The Sample Pair analysis (SPA): 
     The SPA method traces the multisets of sample pairs 
before and after LSB embedding, and uses relationships 
between multisets to solve the length of embedded 
messages. 
     Images could be represented by successive samples s1, 
s2, …..sN (N is the total number of the sample). A sample 
pair is a tuple (si; sj),1 ≤ i, j ≤ N, and let P be the set of all 
sample pairs drawn from the image. Dn is defined to be the 
submultiset of P which contains sample pairs like (u, u+n) 
or (u+n, u) where 0 ≤ n ≤ 2b -1( b is the total bit number). 
For 0 ≤ m ≤ 2b-1 -1, Cm is defined as the sample pairs whose 
values differ by m in the first (b -1) bits (i.e. by right 
shifting one bit and then difference is measured). X2m+1 = 
D2m+1∩Cm+1 and Y2m+1 = D2m+1∩Cm, is defined for 0 ≤  m ≤ 
2b-1 -2and X2

b
-1 =0, Y2

b
-1 = D2

b
-1. So if the sample pairs of P 

are uniformly scattered, then for m, 0 ≤ m ≤ 2b -2 it turns out 
that, 

 
                                E| X2m+1 | = E| Y2m+1 | 
This is the key observation of SPA method [5]. 
 
Table1: Comparison between Conventional LSB steganalysis for 
Detection[5] 
 
Method Principle Feature Classification 

for Detection 
Using 
Machine 
learning  

χ2 Split images 
into segments 
and use χ2 test 
for every 
segment.  

χ2 

Coefficients. 
Threshold 
based. 

No 

RS Use mask and 
flip to identify 
R,S,U groups 
and draw RS 
diagram to 
estimate. 

The 
frequency of 
R,S,U 
groups in 
different 
masks. 

Threshold 
based. 

No 

SPA Calculate the 
frequency of 
sample pairs 
and solve 
equations to 
estimate. 

The 
frequency of 
every 
specific 
sample pair. 

Threshold 
based. 

No 

 
d. LSB Steganographic detection using Gradient Energy 
Flipping Rate (GEFR): 
 
     The spatial Least Significant Beat (LSB) Steganography 
results in the alteration of the smooth characteristics 
between adjoining pixels of the raw image. The relation 
between the length of embedded message and the gradient 
energy is theoretically analyzed, and then a steganalysis and 
detection method, named Gradient Energy-Flipping Rate 
detection (CEFR) was proposed in [9]. Through the analysis 
of the variation of the gradient energy, which results from 
the LSB Steganography in colour and grayscale image, the 
secret message embedded in the target image could be 
detected, and the length of the embedded message could be 
estimated. The method was found to have detection rate 0.0l 
bit per pixel [9].    
 
e. Steganalysis of Pixel Value Differencing (PVD) 
steganographic method. 
 
     PVD through a zigzag scan of the image generates a 
vector which is called the "image vector". The difference 
between every pair of elements of this vector would 
produce yet another vector which is termed as the 
"substitute vector". In PVD steganography, the embedding 
is performed on this vector. An image could be built out of 
a substitute vector and called the "substitute image". PVD 
steganalysis method is based on the construction of this 
image. The embedding is performed only in permissible 
elements of the substitute vector. Each of those elements 
would contain a variable number of embedded data. Later 
this vector is combined with the cover image to produce the 
stego image [10].  
     For any image, a substitute vector could be produced and 
substitute image out of it could be formed. In construction 
of the substitute image, only elements of the substitute 
vector are involved that are eligible for embedding. The 
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histogram of the substitute image should contain bin pairing 
if the image under analysis contains embedding through 
PVD algorithm. Hence, PVD steganalysis is based on 
histogram changes. Suppose pi denotes the i th pixel of the 
image vector and p′j is the j th element of the substitute 
vector. It is been observed that the histogram of the 
differential for regular images with no embedding has a 
Gaussian like or similar distribution [10]. With increase in 
the amount of embedding, the histogram involves pairing in 
its adjacent bins. The pairing effect is well distinguishable 
for the image with embedding. 
 
III. PERFORMANCE PARAMETERS 
 
     The effectiveness of a steganalysis technique can be 
evaluated based on the following performance parameters. 

• Detection Accuracy:  
 

• Detection Rate: 
 

• True Positive Rate (TPR): It is defined as the ratio of the 
number of correctly classified images out of the overall test 
images. TPR should be as high as possible. 
 

• False Positive Rate (FPR): It represents the ratio of the 
wrongly classified the plain images as stego ones. FPR 
should be as low as possible. 
 

• Classification Rate: Classification rate is defined as the 
average of positive detection (PD) and negative detection 
(ND), given by  

(PD + ND) / 2 
 
 Where, Positive Detection (PD) is classifying the 
stego images correctly and Negative Detection (ND) is 
classifying the non stego images correctly [11]. 
 
IV. SCOPE OF FURTHER RESEARCH 

 
     The literature survey provides details of how algorithms 
have evolved over time with respect to the nature of stego 
objects. In addition, preceding sections also shed light on 
some characteristics that are extremely necessary for good 
steganalysis system. Incorporating all of these features into 
a single system is itself a matter of significant research. 
However, in the light of information gathered hitherto, 
some of the possibilities of future scope in the field of 
digital image steganalysis are listed below. 

• Finding out more effective features to detect the existence 
of secret messages embedded with most kinds of data 
embedding schemes [11]. 

• Identifying the type of steganographic algorithm utilized to 
generate the stego image and locating the image regions 
exploited to hide secret messages [11]. 

• It could be tried to improve the embedding length 
estimation precision especially when the embedding length 
is relatively short [12] 

• More effective learning techniques like cost sensitive 
learning and class-imbalance learning could be incorporated 
[5]. 

V.        CONCLUSION 

 
     Image steganography techniques have been applied to 
several fields like copyright protection, fingerprinting, 
digital rights measurement (DRM), etc. But the misuse of 
this technology is a threat to national security as well as 
social security. So, the current research focuses on analysis 
of the stego images thus called steganalysis. This paper 
overviews the most established algorithms for image 
steganalysis based on different feature extracted and 
different classifier designs. Based on the information 
gathered through the analysis, some important 
characteristics of a good steganalysis system have been 
figured out and future possibilities of research in the area of 
image steganalysis have also been pointed out. 
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