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Abstract –The challenge of denial of service (DoS) attacks and its distributed (DDoS) variants have immensely clogged the pathway of growth 

and development of the Internet and its reliant technologies, as well as computing infrastructure in general. This type of attacks have gradually 

carved a niche for itself as one of the most obnoxious forms of attacks to computing infrastructure in recent times. Many existing techniques for 

detecting, and mitigating the impact and extent of damage of this kind of attacks already exist. Most of them focus on monitoring and classifying 

every traffic that goes through the network as either “genuine” or “malicious”. However, due to the speed and overwhelming pressure of this 

attack, it is becoming increasingly difficult for most of these techniques to stand in the face of real-world attacks. This research proposes a more 

resource-centric technique for monitoring computing resources against DoS and DDoS attacks which focuses on monitoring the rate of 

consumption of critical computing resources, in real-time, by various processes, tasks and traffic that bother on them, creating room for 

prescribed actions to be taken in order to forestall full DoS and DDoS breaches before they occur. 
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I. INTRODUCTION 

With the successful delivery of the first message over 

the Advanced Research Projects Agency Network 

(ARPANet) at the peak of the American Cold War, it was 

instilled in the minds of the over 1000 witnesses present that 

a technological revolution was soon to be born. The 

possibility of remote access to files was confirmed. On 

January 1, 1983, with the successful establishment of the 

first TCP/IP communication, the internet was birthed. [1] 

In the early years of the Internet, there became a 

massive interest and intrigue in trying to see whether 

systems and communication infrastructure could be brought 

down. For instance, an attacker might want to get control of 

an IRC channel by performing a Denial of Service (DoS) 

attack against the channel owner just out of “intrigue”; or try 

to get recognition in underground hacker communities for 

taking down popular web sites [2] [3]. Prospects hint that 

this interest evolved into the various cybercrimes we now 

know in the field of Information Technology and the 

Internet. 

In those early years, there were not many penalties for 

such crimes, so these were perpetrated at will, either for 

„interest‟, „intrigue‟, or petty revenge. [4] Because the 

Internet was welcomed and found its first use in the hands of 

researchers and academicians, the issue of cybercrimes was 

not so much to bother about. But as the use of the internet 

grew over the years, it gradually moved from the domain of 

research and academics to playing vital roles in healthcare 

and medicine, as well as in the workings of various 

governments and economies. This meant that the issue of 

Cybercrimes had moved beyond being a mere issue of 

individual wrongdoings to matters of national security. [5] 

[6] [7] [8] 

A 2002 Computer Security Institute/Federal Bureau of 

Investigation (CSI/FBI) survey on Computer Crime and 

Security found that 90% of respondents (who were majorly 

large corporations and government agencies) detected 

computer security breaches within the last 12 months. The 

report documented that 80% of respondents acknowledged 

financial losses due to computer breaches, a total of 

approximately $455,848,000 in financial losses, rising from 

$377,828,700 reported in 2001. Respondents citing their 

Internet connections as a frequent point of attack rose from 

70% in 2001 to 74% in 2002 [9] [10]. In recent times, 

Cybercrimes in the United States alone have been estimated 

to cost losses of up to $100 billion annually [11]. 

A Denial of Service (DoS) attack is a class of 

cybercrime attacks in which an attacker of a group of 

attackers attempt to cripple and online (Internet-reliant) 

service [12]. This crippling effect is usually achieved by 

flooding computing infrastructure and resources with useless 

or malicious network traffic, processing requests or bogus 

data such that the infrastructure and its resident 

resourcesbecome either too busy attending to or trying to 

ward off such requests, traffic or data that it is unable to 

process legitimate requests from users who have subscribed 

to use these resources; or unable to bear the load of the 

flood, and goes offline [13].Computing resources that are 

referred to include CPU time, memory space, and network 

bandwidth [14]. 

In the distributed variant of this attack, known as the 

Distributed Denial of Service (DDoS) attack, an attacker 

may seek the assistance of the computing resources of 

various compromised machines; and by remote central 

control and coordination, the attacker is able to harness the 

computing resources of this various compromised sources 

and channel them in the direction of the target machine or 

server with the flooding it as in a regular DoS attack. This 

practice of distributed coordination greatly amplifies the 

natural strength and fatality of a DDoS attack and greatly 

complicates the task of detection and defence [15]. 
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However, what gives DoS and DDoS attacks the 

reputation they now have is that most DoS attacks target and 

consume resources rapidly at the network and transport 

layers (and also at the infrastructure layer through the 

Application-Layer DoS that is currently gaining rapid 

popularity), where it is difficult to authenticate whether an 

access, data, packet or connection is genuine or illegitimate 

and malicious [16]. 

It is important to note, however, that DoS does not only 

occur as a result of malicious attacks. A phenomenon known 

as flash crowds could also result in a DoS. Flash Crowds 

occur when a large crowd of legitimate users try to gain 

access to a server resource or service at the same time [15]; 

and this, as a matter of fact, goes a long way to further 

complicate the task of detecting and controlling DoS attacks 

because flash crowd traffic and DoS attack traffic have 

certain characteristics in common (such as their impacts on 

the network and server resources), and distinguishing them 

under the rush and load of DoS traffic can be a really 

difficult task. 

As an example, a flash crowd DoS could occur when 

the website or servers of a big and popular university begins 

to experience intermittent unavailability during periods of 

admissions and registration as a result of the massive influx 

of new, prospective and returning students to the site for 

various reasons. 

II. PROBLEM STATEMENT 

The Internet has today evolved to be man‟s most 

indispensable resource; garnering controlling powers in 

various aspects of human endeavours. Security has been a 

nagging challenge with an exponential growth in its 

devastating power. Denial of service (DoS) attacks have 

become the nemesis of the Internet and a bane of various 

other technologies, business and operations that are reliant 

of the Internet. Having been around now for almost two 

decades [5], DoS attacks have grown to become the most 

popular and most dreaded of cybercrimes by businesses and 

it only keeps getting worse, leaving great losses and 

damages in its wake for businesses and organizations. 

This problem has been further exacerbated by free 

availability of many sophisticated tools that are easy to use 

even for unskilled users, which can be used to gain root 

access to other peoples‟ machines. Once a machine is 

cracked, it becomes a “zombie” under the control of a 

“master” machine that is usually operated by the attacker. 

The attacker can then instruct, through the master, all its 

zombies to flood a particular destination. This simultaneous 

resulting traffic can clog links, servers, and cause routers 

near and around the victim, or the victim itself to fail under 

the overwhelming load [12]. 

A. Classes Of Dos Attacks: 

[17], identified two general classes of DoS attacks: 

a. Network-Layer DoS attacks – in this class of attacks, 

attackers send large bogus packets towards the victim 

server to overwhelm them, normally using IP spoofing. 

b. Application-Layer DoS attacks – in this class of 

attacks, attackers use a flood of legitimate HTTP GET 

requests to overwhelm Web Servers by pulling large 

files from the victim server in massive numbers or 

running a large number of (search or database) queries 

through the victim‟s machine. 

These classes of DoS attacks are further classified as 

bandwidth-exhausting / bandwidth (HTTP Flooding) attacks 

and resources-exhausting / resource attacks depending on 

what critical resource(s) they target. 

III. PAST RELATED RESEARCHES 

A lot of researches have attempted to proffer solutions 

to the problem of DoS and DDoS attacks. Most of these 

solutions broadly either rely on various forms of monitoring 

of traffic, requests and data that pass through to servers and 

computing infrastructure for processing, or on various forms 

of analysis in trying to determine and classify these traffic, 

requests and data as “good” or “bad / malicious”; notable 

amongst these are researches and solutions are those by [18], 

[19], [20], [21], [12], [16], [22], [23], [24], [25] and [26], 

[27], amongst many notable others. 

However, a critical investigation into these solutions 

seems to suggest that they may still not be able to stand the 

test of real-world DoS attacks. This is perceived so because 

a good amount of useful resources are either spent on trying 

to analyse content to determine whether they are malicious 

or not; trying to process and compute relatively complex, 

sometimes very sophisticated algorithms and heuristics; or 

just kept lying in idleness while useful, legitimate content 

either continue to wait, sometimes indefinitely, behind 

floods of malicious content still waiting to be processed and 

analysed; or are summarily discarded or timed out as a result 

of prolonged waiting. 

[28], proposed a novel approach to solutions for 

securing computing infrastructure against DoS attacks that 

directs more focus to the rate at which these accesses, 

packets, processes, applications and connections consume 

critical 

computing resources right from the stage of acquiring or 

provisioning these resources; the unavailability of which 

results in a denial of service, as against analysing through 

and authenticating the various contents of these. This is 

agreed to be a more exigent objective because as pointed out 

by [15], the strength of a DoS attack, especially those that 

are orchestrated over networks, doesn‟t rely so much on the 

content of the packets in the attack traffic as it does on the 

overwhelming nature of the volume of the attack traffic. As 

a result, this research continues in this trail by proposing a 

model for monitoring, in real-time, the resource 

consumption levels of various applications and processes 

that run on computing infrastructure. This is an extension to 

the model for resource partitioning as proposed by [28]. 

This research, however, may also be considered an 

extension of the work by [29] in which a solution was 

proposed for combating SlowPOST Denial of Service 

attacks that target the OSI application layer, to be in line 

with the propositions of [28]. 

IV. THE METHODOLOGY 

This real-time resource monitor is responsible for 

monitoring and keeping track of processes, packet traffic 

and applications and their resource consumption rates as 

they utilize resources in both the main resource partition and 

the reserve resource partition as proposed by [28]. 

When a process, packet traffic or application begins to 

consume resources in the major resource partition at a high 

rate that tends to suggest the imminence of a denial of 
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service, the monitoring unit senses this level of consumption 

and immediately traps the culprit, then moves the culprit 

into the reserve partition where it would be monitored more 

closely and serviced at a much slower rate using limited 

resource provisions until the consumption levels normalize. 

For example: If application A alone, running in the 

main resource partition, begins to consume say up to 60% 

and above of the resource provisions in that partition; the 

monitor immediately traps application A (suspecting that 

application A may soon become the cause of an imminent 

denial of service). Application A may then be halted or 

terminated immediately, or diverted to the reserve partition 

where it may either be refreshed steadily (by repeated 

reclaiming and re-allocation of resources in the reserve 

partition) or may be left to keep running in the reserve 

partition and consuming resources, but at a minimal rate, 

while it is being monitored until it‟s consumption levels 

normalize (say below 20%). It is then moved back into the 

main resource partition when its resource consumption has 

reached safe levels. 

A. Algorithm For The Resource Monitor
i
: 

The algorithm below outlines this process: 

Step 1: Start resource_monitor 

Step 2: Input the maximum allowed resource consumption 

(expressed in percentage, e.g. 60%): consumption 

Step 3: Input the interval of checking the process 

consumption levels (expressed in milliseconds, e.g. 15): 

interval 

Step 4: Monitor resource consumption of all processes 

used by applications or packet traffic in the major resource 

partition and reserve resource partition 

Step 5: Output: return void. Trap all processes which 

resource consumption is greater than #var consumption 

Step 6: Continueto Step 4 

B. Flowchart For The Resource Monitor: 

The flowchart in Figure 1 illustrates this algorithm: 

 

Figure 1: Flowchart for the Resource Monitor 

C. Function Flow Block Diagram For The Resource 

Monitor: 

The functional flow block diagram (FFBD) for the resource 

monitor is given in Figure 2 below: 

 

 

 

Figure 2: Functional Flow Block Diagram of the Resource Monitor 

V. SUMMARY 

This model of resource monitoring would ensure that 

denial of service does not occur even by flash crowds. 

Resources would be more preserved and more efficiently 

utilized even under the strains of denial of service attacks. 

Legitimate traffic would neither be kept waiting nor 

summarily discarded but would still be serviced, processed 

and responded to, only at a slower and more controlled rate. 

 

VI. CONCLUSION 

For best results to be obtained using this resource 

monitor, it should be implemented on computing 

infrastructure that has more than one resource pool or 

partition, such as that proposed by [28]. By this, overbearing 

requests, processes, traffic and applications would be 

serviced separately from less-resource-demanding requests. 
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i A prototype implementation of this resource monitor was implemented during this research, and also experimented upon. However, the implementation 
cannot be published due to copyright restrictions. Interested individuals and organization could contact the corresponding author through the email address: 
ecoxd1@yahoo.com for deals to provide source codes and experimentation results. 
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