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Abstract: With the rapid expansion of e-commerce over the past years, more products are sold on the Web, and more and more people are 
buying products online. In order to enhance customer shopping experience, it has become a common practice for online merchants to enable 
their customers to write reviews on products that they have purchased. An increasing number of people are writing reviews. As a result, the 
number of reviews that a product receives grows rapidly. Manual analysis of customer opinions is very time consuming due to the multitude of 
contributions. So the sentiment analysis is use to extract, aggregate and analysed the opinions on product from discussion forums. In this paper, 
Sentiment analysis for product reviews is proposed which uses Advanced Naive Baysian Algorithm technique to find whether the reviews are 
positive or negative. 
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I. INTRODUCTION 

Textual information in the world can be broadly 
categorized into two main types: facts and opinions. Facts 
are objective expressions about entities, events and their 
properties. Opinions are usually subjective expressions that 
describe people’s sentiments, appraisals or feelings toward 
entities, events and their properties. The concept of opinion 
is very broad. Opinions are so important that whenever we 
need to make a decision we want to hear others’ opinions. 
This is not only true for individuals but also true for 
organizations. Currently, it has become a practice for 
websites, to facilitate the expression of opinions by guests 
and visitors on products marketed or on presented topics. 
Thus, the content of reviews has increased rapidly, making 
the big e-commerce sites, or recommendations of products 
and services sites, to contain hundreds to tens of thousands 
of reviews per item. It is very difficult for a visitor to read 
all of them and to form an opinion on the subject or product 
because in some cases these reviews can be very long and 
only a few sentences may express opinions or may not 
contain opinions at all. Navigating only part of may create a 
false impression about the topic. Therefore sentiment 
analysis is used to obtain the opinion [1]. 

Sentiment analysis or opinion mining refers to the 
application of natural language processing, computational 
linguistics, and text analytics to identify and extract 
subjective information in source materials. 

Sentiment analysis aims to determine the attitude of a 
speaker or a writer with respect to some topic or the overall 
contextual polarity of a document. The attitude may be his 
or her judgment or evaluation state or the intended 
emotional communication [2]. 

Sentiment analysis and opinion mining is the field of 
study that analyzes people's opinions, sentiments, 
evaluations, attitudes, and emotions from written 
language.Given a set of evaluative text documents D that 
contain opinions (or sentiments) about an object, opinion 
mining aims to extract attributes and components of the 
object that have been commented on in each document d ∈ 

D and to determine whether the comments are positive, 
negative or neutral. The synonyms of Sentiment Analysis 
are Opinion Mining, Sentiment Classification, and Opinion 
Extraction [3]. 

Sentiment that appears in text comes in two flavors: 
explicit where the subjective sentence directly expresses an 
opinion (“It’s a beautiful day”), and implicit where the text 
implies an opinion (“The earphone broke in two days”) (Liu, 
2006). Most of the work done so far focuses on the first kind 
of sentiment, since it is the easier one to analyze.  

Broadly two kinds of approaches have been used by 
researchers in opinion mining: (a) a machine learning 
approach to classify each document in positive and negative 
opinion categories, and (b) An unsupervised approach to 
compute semantic orientation of a text. The machine 
learning approach uses supervised text classification that 
classifies a document in ‘positive’ or ‘negative’ categories 
based on statistical pattern of occurrence of certain features 
(usually terms or phrases). The unsupervised semantic 
orientation approach, on the other hand, uses selected POS 
(Parts of Speech) tags in the document and based on their 
semantic orientation, labels a document as ‘positive’ or 
‘negative’. 

II. LITERATURE REVIEW 

Reference [4] describes a method to help people for 
making correct decision for the product analysis and this 
paper mines the opinions at sentence level. This is done by 
the term counting based approach, in which total no of 
negative and positive words are count and then compared. 
The algorithm used here is naïve Bayesian algorithm which 
is supervised. In this paper to increase the accuracy of this 
algorithm authors made changes in terms of parameters 
which are passed to the algorithm.   

Reference [5] proposes a blog mining system that will 
extract movie comments from Web blogs and that will show 
Web blog users what other people think about a particular 
movie. The blog mining process categorized under three 
phases. The first phase is the crawling phase, in which data 
is gathered from Web blogs. The second phase is the 
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analyzing phase, in which the data is parsed, processed and 
analyzed to extract useful information. The third phase is the 
visualization phase, in which the information is visualized to 
better understand the results. In this paper they used an 
unsupervised approach for sentiment analysis. 

III. NAÏVE BAYSIAN ALGORITHM 

The Naive Bayes algorithm is based on conditional 
probabilities. It uses Bayes' Theorem, a formula that 
calculates a probability by counting the frequency of values 
and combinations of values in the historical data. 

Bayes' Theorem finds the probability of an event 
occurring given the probability of another event that has 
already occurred. If B represents the dependent event 
and A represents the prior event, Bayes' theorem can be 
stated using equation (4). 

    
)(

)()()(
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hPhDPDhP = ---------------------(1) 

P(h)     : Prior Probability of hypothesis h 
P(D)    : Prior Probability of training data D 
P(h/D) : Probability of h given D 
P(D/h) : Probability of D given h 

Naive Bayes makes the assumption that each predictor 
is conditionally independent of the others .  

In the paper Mining of Sentence Level Opinion Using 
Supervised Term Weighted Approach of Naïve Bayesian 
Algorithm [6] authors have developed a modified naïve 
Baysian algorithm. The working of this algorithm is as 
follows: 
a. Create the two databases, first one is of words with 

their labels [positive or negative] and the second one 
is of opinions or sentences. 

b. Split the sentence into the combination of words. It 
means first combination of three words, then 
combination of two words and then single words. 

c. First compare the combination of three words, if 
matched then delete that combination from the 
opinion. Again start comparing in the combination of 
two words, repeat the same for the single words. 

d. In starting the probabilities of all the labels are zero 
[positive=0 , negative=0]. After comparing all the 
words of the sentence, the found probabilities of the 
labels are compared in the following manners. 

a) If the probability of positive label is greater than the 
negative, then the sentence or opinion is positive. 

b) If the probability of negative is greater than the 
positive, then the sentence or opinion is negative. 

c) If, the probability of positive minus probability of 
negative is zero, then it is neutral. 

The drawback of this algorithm is every time we have 
to split the sentences into combination of words 
(combination of three words, combination of two words and 
then single word) and need to match each combination with 
the database. So this algorithm will take a more time for 
splitting the sentences and for matching each combination 
with a database. Therefore we developed an Advanced 
Naïve Baysian algorithm in which there is no need to split 
sentences in a combination of words and no need to match 
each combination with the database. 

IV. PROPOSED SYSTEM 

In Advanced Naïve Baysian  algorithm instead of 
splitting a sentence into a combination of word we have 
performed a parts of speech tagging on a sentences and we 
took only the adjectives from the entire sentence. Because 
we know that the adjective will tell us about the opinion. So 
in this algorithm we are matching only the adjectives of the 
sentences with the database which will reduce the time 
during the execution. The working of Advanced Navie 
Baysian Algorithm is as shown in fig 1. 
 

 
Figure 1: Flowchart for Naive Baysian Algorithm 

After tagging the adjective the positive and negative 
prior probability of the adjective is find out using the 
following equation  2 and equation 3. 
Positive Prior Probability of adjective = 

ceoofsenetenTota
vesentenceNoofpositi

ln ------------------(2) 
 
Negative Prior Probability of adjective =                 

ceoofsenetenTota
vesentenceNoofnegati

ln --------------(3) 
After calculating the prior probability we find out the 

positive and negative likelihood probability of the adjective 
using the equation 4 and equation 5. 
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Positive Likelihood Probability of adjective  =     

esenetenceoofpositivTota
jectivecontaingadvesentenceNoofpositi

ln
----------(4) 

 
Negative LikelihoodProbability of adjective   =      

esenetenceoofnegativTota
jectivecontaingadvesentenceNoofnegati

ln -------(5) 
Then comparing the positive and negative probability of 

the sentence to determine whether the reviews are positive 
or negative. 
For Example: 
Step 1: Extracted Review is: 
It is simply put the best tablet in the marketplace. 
Step 2: Perform parts of speech tagging on the above review. 
It/PRP is/VBZ simply/RB put/VB the/DT best/JJS 

tablet/NN in/IN the/DT marketplace/NN ./. 
Step 3: Positive Probability of adjective best is 

0.13144758735440934. 
Step 4: Negative Probability of adjective best is 

0.016638935108153077. 
Step 5: Positive probability is greater than the negative 

probability therefore statement  is positive. 

V. RESULT 

In our work we have taken 400 reviews. We have taken 
opinion from three different people on the same 400 
reviews. Then from that opinion we took the average 
opinion for the comparison. Then on same 400 reviews we 
applied Advanced Naïve Baysian algorithm and compared 
the result. 

The graph shows the results for the Advanced Naïve 
Baysian algorithm. Out of 400 reviews, 210 (52%) reviews 
were labeled positive, 190 (48%) reviews were labeled 
negative. 

The  precision for Advanced naïve baysian algorithm is 
82.85% and recall is 61.26%. 

 
Figure 2: Result of Advanced Navie Baysian Algorithm 

VI. CONCLUSION 

To find the opinion about the product Advanced Naïve 
Baysian Algorithm is used.  This project i.e. Sentiment 
Analysis for Product Reviews collects the reviews from the 
cnet.com website and stores it in the database. On the 
collected set of reviews algorithms is applied. So this 
application will output whether the reviews about the 
products are positive or negative.  

In the future work, we will work on to find the opinion 
about the product feature.  
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