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Abstract− This paper represents the performance analysis of different optimization techniques. A performance index based on integral of 
absolute error, rise time, controller output and overshoot is given as an objective function of optimization, and genetic algorithm and other 
optimizations techniques are applied to optimizing parameters of PID controllers. 
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I. INTRODUCTION 

Optimization is the process of making something better. 
In engineering, optimization algorithms have been 
extensively developed and well used in all respects for a 
long time. Optimization consists in trying variations on an 
initial concept and using the information gained to improve 
on the idea. The Genetic Algorithm is stochastic search 
techniques based on the mechanism of natural selection and 
natural genetics. That is a general one, capable of being 
applied to an extremely wide range of problems.  

Proportional-Integral-Derivative (PID) controllers are 
widely used in industries for process control applications, 
due to its remarkable effectiveness, simplicity of 
implementation and good performance including low 
percentage overshoot and small settling time for slow 
industrial processes. However, it is of great importance to 
choose the method for tuning the parameter of PID 
controller. Among the existing tuning methods, the Ziegler-
Nichols (Z-N) formula [1] may be the most well known 
technique and works well in a wide range of practical 
processes. However, in certain cases, it can not provide 
good tuning and tends to produce surge and big overshoot, 
particularly for processes with serious non-linearity. To 
enhance the capabilities of traditional PID parameter tuning 
techniques, several intelligent approaches have been 
suggested to improve PID tuning, such as the neural 
networks [2], the genetic algorithms (GA) [3], the particle 
swarm optimization (PSO) methods [4]-[6]. As intelligent 
algorithms, genetic algorithm and particle swarm 
optimization have great superiority in tuning the parameters 
of PID controllers. 

In this paper, performance of Ziegler-Nichols (Z-N) 
formula, genetic algorithm , particle swarm optimization 
(PSO) and particle filter optimization (PFO) for tuning the 
parameters of PID controller, are compared  in order to 
achieve better performance in dealing with local optima 
meanwhile reduce the computation complexity of PID 
parameter tuning process. 

 
 

II. PID - CONTROLLER 

The function of PID controllers is based on three 
controlling operations; proportional, integral and 
differential. Proportional actuator multiplies a proportionate 
gain in error signal and makes the output of this controller. 
Integral and differential actuators integrate and differentiate 
on signal error, respectively and make separate for 
controller. A typical structure of a PID control system is 
illustrated in Fig. 1. The error signal e( t) is used to generate 
the proportional, integral, and derivative actions, with the 
resulting signals weighted and summed to form the control 
signal u( t ) applied to the plant model. A mathematical 
description of the PID controller is 

 

 
Where u(t) is the input signal to the plant model, the 

error signal e(t) is defined as e(t) = r(t) - y(t), and r(t) is the 
reference input signal. Kp, Ki, Kd are respectively the 
proportional, integral, derivative parameters of the PID 
controllers. 
 

 
Figure 1 PID control system 

Generally, a "performance index" is defined as a 
quantitative measure of the system performance. For a PID 
control system, four performance indices are widely used to 
depict the system performance. The PID controller is used to 
minimize the error signals, or we can define more 
rigorously, in the term of error criteria: to minimize the 
value of performance indices mentioned above. For the 
stochastic optimization algorithm, the smaller value of 
"performance index" indicates better fitness of a point       x 
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= { Kp, Ki, Kd} in the parameter space, and vice versa. 
Thus, we define the fitness function as: 

 

III. OPTIMIZATION TECHNIQUES 

A. Genetic Algorithm (GA): 
The GA, differing from conventional search techniques, 

start with an initial set of random solutions called 
population. Each individual in the population is called a 
chromosome, representing a solution to problem at hand. 
The chromosomes evolve through successive iterations, 
called generations. During each generation, the 
chromosomes are evaluated, using some measures of fitness. 
To create the next generation, new chromosomes, called 
offspring, are form by either merging two chromosomes 
form current generation using a crossover operator or 
modifying a chromosome using a mutation operator. A new 
generation is form by selecting, according to the fitness 
values, some of the parents and offspring; and rejecting 
others so as to keep the population size constant. Fitter 
chromosomes have higher probabilities of being selected 
.After several generations, the algorithms converge to the 
best chromosome, which hopefully represents the optimum 
or suboptimal solution to the problem. 

B. The Particle Swarm Optimization (PSO): 
Particle swarm optimization is similar to a genetic 

algorithm [7] in that the system is initialized with a 
population of random solutions. It is unlike a genetic 
algorithm, however, in that each potential solution is also 
assigned a randomized velocity, and the potential solutions, 
called particles, are then “flown” through hyperspace. Each 
particle keeps track of its coordinates in hyperspace which 
are associated with the best solution (fitness) it has achieved 
so far. (The value of that fitness is also stored.) This value is 
called pbest. Another “best” value is also tracked. The 
“global” version of the particle swarm optimizer keeps track 
of the overall best value, and its location, obtained thus far 
by any particle in the population; this is called gbest. 

The particle swarm optimization [9] concept consists of, 
at each time step, changing the velocity (accelerating) each 
particle toward its pbest and gbest (global 
version).Acceleration is weighted by a random term, with 
separate random numbers being generated for acceleration 
toward pbest and gbest. 

C. Particle Filter Optimization (PFO): 
The PFO method is first presented in [8], as a 

generalized tool for optimization problems. The process of 
PFO can be described as an integration between the swarm 
move strategy and particle filter algorithm. Therefore, to 
understand PFO clearly, two methods have to be first 
introduced, namely particle swarm optimization (PSO) and 
particle filter methods. The basic idea of PFO is that the 
swarm move strategy is incorporated into a particle filter 
optimization algorithm. Specifically, in a generalized PFO 
[10] method, the update equation of particle swarm move in 
PSO algorithm is treated as the system dynamic of a state 
space model, while the objective function in optimization 
problem is designed as the observation model to motivate 
the swarm moving toward the optimal position. 

IV. PERFORMANCE ANALYSIS 

Here, we provide the complexity results in terms of the 
total number of functional calculations, for PFO, GA and 
PSO. The complexity comparison is described as follows: 

a. Genetic Algorithm (GA) Number of particles is 
100. Number of iterations is 500. Therefore, the 
total number of functional calculations is 100 x 500 
= 50, 000. 

b. Particle Swarm Optimization (PSO) Number of 
particles is 100. Number of iterations is 200. 
Therefore, the total number of functional 
calculations is 100 x 200 = 20, 000. 

c. Particle Filter Optimization (PFO) Number of 
particles is 50. Number of iterations is 100. 
Therefore, the total number of functional 
calculations is 50 x 100 = 5, 000. 

d. From above complexity comparison, we can 
observe that  

PFO require significantly lower computation complexity 
than that for GA and PSO, meanwhile achieve better 
performance. 

V. CONCLUSION 

In this paper, we have given an idea of different 
optimization techniques which are used for tuning PID 
controller parameters. From the comparison study with Z-N, 
GA, PSO, we can also conclude that the PFO method can 
make the convergence speed for PID parameters 
optimization problems faster with good global searching 
ability. 

 
Figure. 1. Step response for different optimization techniques 
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