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Abstract: Document clustering is a technology that puts pages into groups and is useful for categorizing, organizing, and refining search results. 

When clustering using only documents, Suffix Tree Clustering (STC) outperforms other clustering algorithms by making use of phrases and 

allowing clusters to overlap. STC is a linear time clustering which is based on identifying phrases that are common to groups of documents. STC 

treats a document as a string, making use of proximity information between words, at the same time, it is incremental. Suffix Tree Clustering has 

been proved to be a good approach for documents clustering. This paper introduces the suffix tree based document clustering with cluster 

ranking function and a new ranked list of clusters after applying in the algorithm is introduced to overcome the problems with overlapping 

clusters. Using this method, we can get a better clustering result and effective number of clusters.  
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I. INTRODUCTION  

Document clustering has been studied intensively recently 

because of its wide applicability in areas such as web mining, 

search engines, information retrieval, and topological analysis. 

Clustering documents into groups can organize large bodies of 

text for efficient browsing and searching [5,6]. A lot of 

different texts clustering algorithms have been proposed in the 

literature, including Agglomerative Hierarchical Clustering 

(AHC) [4,11], Scatter/Gather [7,8] and K-Means [5]. Any 

clustering technique replies on four concepts: data 

representation model, similarity measure, clustering model and 

clustering algorithm that generates the clusters using the data 

model and the similarity measure. The Vector Space 

Document (VSD) model is a very widely used data 

representation model for document classification and 

clustering today [19]. The common framework of this data 

model starts with a representation of any document as a feature 

vector of the words that appear in documents of the data set. 

The term-weights of the words are also contained in each 

feature vector. The similarity between two documents is 

computed with one of several similarity measures based on 

two corresponding feature vectors, e.g. cosine measure, 

Jaccard measure, and Euclidean distance measure. Inverted 

indices assume that the text can be seen as a sequence of 

words. This restricts somewhat the kinds of queries that cab be 

answered. Other queries such as phrases are expensive to 

solve. Moreover, the concept of word does not exist in some 

applications such as genetic databases. Further there are many 

key requirements for Web document clustering like relevance, 

browsable summaries, overlapping, snippet tolerance, speed 

and incrementally. An incremental and linear time algorithm 

named Suffix Tree Clustering (STC) has been defined to fulfill 

these requirements. Next section describes the related work on 

suffix tree clustering. In the section III Suffix Tree Document 

Clustering model with algorithm has been defined. The web 

document clustering using suffix tree is introduced under 

section IV.  Section V concludes and gives detail of future 

work. 

II. RELATED WORK 

Document clustering has been traditionally investigated as a 

means of improving the performance of search engines by pre-

clustering the entire corpus [2,25], and a postretrieval 

document browsing technique as well [1, 3, 9]. The methods 

used for document clustering covers several research areas, 

such as database, information retrieval, and artificial 

intelligent including machine learning and natural language 

processing. STC is a linear time clustering algorithm, which is 

based on identifying phrases that are common to groups of 

documents [9,10]. A phrase is an ordered sequence of one or 

more words. There are two distinct characteristics attracting to 

study suffix tree document model and STC algorithm. Firstly 

suffix tree document model proposed a new flexible n-grams 

approach to identify all overlap nodes (phrases) among the 

documents as Longest Common Prefixes (LCPs). Secondly, 

one or several phrases are naturally selected to generate a topic 

summary to label the corresponding cluster during building the 

clusters[18]. STC algorithm clusters standard documents as 

well as document snippets. In suffix tree document model, a 

document is considered to be a set of suffix substrings, the 

common prefixes of the suffix substrings are selected as 

phrases to label the edges of a suffix tree [12,22]. STC 

algorithm is developed based on this model and works well in 

clustering Web document snippets returned from several 

search engines. The suffix tree model and STC have been 

defined [9]. When using only textual information for 

clustering has shown that STC outperforms other algorithms 

but suffix tree based method suffers from large memory 

requirements and poor locality characteristics. SHOC [14] 

uses suffix array for phrase extraction and organizes the 

snippets in a hierarchy via an SVD (Singular Value 

Decomposition) approach. Lingo [16] uses SVD on a term-

document matrix to find meaningful long labels, generates flat 

clustering result. Zeng [15] re-formalizes the clustering 
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problem as a salient phrase ranking problem. It uses phrases 

rather than words and that it allows clusters to overlap. A co-

occurrence based hierarchical clustering method is used to 

group search results into hierarchical and overlapping clusters. 

CoHC outperforms all other clustering algorithms [23].  

 

III.    SUFFIX TREE DOCUMENT CLUSTERING 

MODEL  

 

A suffix tree is a data structure that admits efficient string 

matching and querying. Suffix trees have been studied and 

used extensively, and have been applied to fundamental string 

problems such as finding the longest repeated substring, 

strings comparing and text compression [13,17] Zamir and 

Etzioni presented a Suffix Tree Clustering (STC) algorithm on 

document clustering [9,10]. STC is a linear time clustering 

algorithm that is based on a suffix tree which efficiently 

identifies sets of documents that share common phrases. STC 

treats a document as a string, making use of proximity 

information between words, at the same time, it is incremental 

and has an O(n) time complexity, where n is the total number 

of words in all combined document snippets. 

A suffix tree document is a concept that describes how a 

set of meaningful features is extracted from a document. 

Suffix tree document model considers a document 

d=w1w2………wm as a string consisting of words wi, not 

characters (i=1,2,…,m). A suffix tree of document d is a 

compact trie containing all suffixes of document d. The nodes 

of the suffix tree are drawn in circles. In Fig. 1 Each internal 

node has at least two children. Each edge is labeled with a 

non-empty substring of a document called a phrase, and its 

suffix node is labeled by the phrase too. Then each leaf node 

in the suffix tree designates a suffix of a document, each 

internal node represents an overlap phrase shared by at least 

two suffixes. The more internal nodes shared by two 

documents, the more similar the documents tend to be. Each 

internal nodes is attached with a box respectively.  The 

numbers in the box designate the documents which have 

traversed the corresponding node. Each upper number 

designates a document identifier, the number below designates 

the traversed times of the document. 

 

Fig. 1: The suffix tree of tree documents ``cat ate cheese", 

``mouse ate cheese too" and ``cat ate mouse too" 

 

STC is a linear time clustering algorithm that is based on 

identifying the phrases that are common to groups of 

documents. STC approach first identifies sets of documents 

that share phrases and extracts these phrases as candidate 

cluster labels. Base clusters are created according to these 

cluster labels. Candidate cluster labels are ranked and some of 

them are selected as the final cluster labels. A phrase in our 

context is an ordered sequence of one or more words. We 

define a base cluster to be a set of documents that share a 

common phrase. The STC has four logical steps: (1) document 

cleaning (2) identifying base clusters using a suffix tree, and 

(3) combining these base clusters into clusters (4) produced 

the scored cluster in the form of ranked document clusters to 

the user as shown in Fig 2. A Suffix Tree Clustering (STC) 

algorithm does not treat a document as a set of words but 

rather as a string, making use of proximity information 

between words [26]. STC relies on a suffix tree to efficiently 

identify sets of documents that share common phrases and use 

this information to create clusters and succinctly summarize 

their contents for users. 

STC is a linear time clustering algorithm that is based on a 

suffix tree which efficiently identifies sets of documents that 

share common phrases. The algorithm is defined in next 

section has the important characteristic that the outputted 

clusters can have overlapping documents. 

 

 
A.  STC Algorithm for Document Clustering 

 

The original STC algorithm is developed based on the 

suffix tree document model and defined in three steps as 

follows: 

Step 1. The common suffix tree generating A suffix tree S 

for all suffixes of each document in D={d1,d2,……..,dN} is 

constructed. Each internal node containing at least two 

different documents is selected to be a base cluster, which is 

composed of the documents designated by the box, and 

labelled by the phrase of the node. 

Step 2. Base cluster selecting Each base cluster B is 

assigned a score s (B), 

s(B)=|B|. f(|P|)   (1) 

where |B| is the number of documents in B, and |P| is the 

number of words in P. Then all base clusters are sorted by the 

scores, and the top k base clusters are selected for cluster 

merging in Step 3. 

Step 3. Cluster merging A similarity graph consisting of 

the k base clusters is generated. An edge is added to connect 

two base clusters Bi and Bj if the Jaccord coefficient of Bi and 

Bj is larger than 0.5, say, when.  

| Bi� Bj| 

     > 0.5     (2) 

Scoring Cluster

Suffix Tree Construction

Merging Clusters

Labeling Clusters

Preparing the Doc

Scoring Cluster

Suffix Tree Construction

Merging Clusters

Labeling Clusters

Preparing the Doc

Suffix Tree Construction

Merging Clusters

Labeling Clusters

Preparing the Doc

  
                                  

     Labeling    

     Cluster 

 
Document Collection 

 
Suffix tree Construction 

 
Base Cluster formation 

 

 
   Merging Cluster Algorithm 

       Scoring Cluster 

 

 C2 

 C2 

   - 

 C2 

Ranked Document Clusters 

Fig. 2. Framework of Suffix Tree Document Clustering Model  
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| Bi� Bj|  

The connected components in this graph form the final 

clusters. For example, the nodes a, b, c, d, e, and f are selected 

to be the base clusters in the suffix tree of Figure 3. Finally the 

6 base clusters form a final cluster after cluster merging is 

shown in Fig. 3. 

Step 4. Produce the scored cluster in the form of ranked 

document clusters to the user. Hence each cluster is sorted by 

its score and presents the clusters to the user ranked by highest 

score.  

 

 

Fig. 3: The base cluster graph 

 

It would be better to attempt to rank the clusters by some 

measure that attempts to present clusters that do not overlap 

much with previous clusters.  

Step 5. Clusters using this algorithm have overlapping 

documents and common for one highly ranked document to 

contain similar documents to another highly ranked document. 

So the clusters are produced to user in the form of ranked list. 

 

IV.  WEB DOCUMENT CLUSTERING USING SUFFIX 

TREE ALGORITHM 

 

A Suffix Tree Clustering (STC) algorithm does not treat a 

document as a set of words but rather as a string, making use 

of proximity information between words [9]. STC relies on a 

suffix tree to efficiently identify sets of documents that share 

common phrases and use this information to create clusters 

and succinctly summarize their contents for users. STC is a 

linear time clustering algorithm that is based on a suffix tree 

which efficiently identifies sets of documents that share 

common phrases. It ensures that a large number of substantial 

clusters can be generated on the web, each of which can be 

labeled accurately [19,20]. The Web document clustering 

algorithm has many steps as shown in Figure 4. 

 

A. Preparing the Documents 

 

Retrieve each document snippet from any search engine 

and parse, filter, and stem the results. Results are received 

from search engine in a multi-threaded fashion, and the actual 

construction of suffix tree can occur concurrently as 

documents are retrieved over the network. 

 

B. Suffix Tree Construction 

 

A suffix tree is a data structure that essentially has one 

node for every possible phrase in a collection of documents. A 

suffix tree has nice feature that any string can be inserted onto 

the tree in linear time by beginning at the root of the tree, and 

using logic to decide whether or not to add a new branch of the 

tree to traverse or split into multiple branches.  

 

C. Merging Clusters 

 

Once the suffix tree has been constructed, each node on 

the suffix tree that contains multiple documents can feasibly 

be considered a cluster, i.e. it is a string that is contained in 

multiple documents. To reduce the number of clusters, under 

go cluster merge phase. By using the merging criteria one can 

decide to merge or not to merge the 2 given node. Merge the 

clusters x and y if  (Nx � Ny) / |Nx>k and (Nx � Ny) / |Ny>k. Nx 

is the set of unique documents in cluster Nx, and k is a constant 

between 0 and 1. Effectively, this criterion requires that each 

cluster must have at least the fraction k of its documents in 

common with the other cluster. Hence maintain the data 

structure to do this efficiently and to determine the documents 

and labels corresponding to each merged cluster updated. 

 

 

 

 
  

Figure 4. STC in Web document clustering 

 

 

D. Labeling Clusters 
 

After merging suffix tree nodes[21], a list of clusters has 

been generated, each of which corresponds to one or more 

labels in the original suffix tree and contains a list of 

documents that contain any of those labels 

 

E. Scoring Cluster 

 

Now score all resulting sorted clusters. A cluster with 

more documents should have the higher score than an 

Scoring Cluster 

Suffix Tree Construction 

Merging Clusters 

Labeling Clusters 

Preparing the Doc 

Ranking of Clusters 
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equivalent cluster with fewer documents. The factor that label 

contributes to score should be proportional to the expected 

probability of that label. Labels that are subset of one another 

are likely to be same merged cluster so not counted them 

double.   

Score SC for Cluster C is  

SC = NC * �
nl

l0

p(li) 

Where NC is the number of documents in cluster C. lo and 

ln are the labels in C and are not subsets of any other label in 

C. For each label l, the probability p(l) is define as  

p(l) = �p(w) 

The probability of string l is simply the product of the 

probabilities of each word w in l means independence of 

words in string.  

Now the probability of each word w,  

p(w)= log(1/fw) if fw >0 and 

p(w) = log(1/.5) if fw = =0 

where fw is the frequency of w on the entire web. 

 

F. Ranking of Clusters 

  

A group of scored clusters are obtained after applying the 

document clustering algorithm each of which contains more or 

less relevant documents. By ranking the clusters we expect to 

determine reliable clusters and adjust the relevance score of 

documents in each ranked list such that relevant scores 

become more reasonable [24]. In order to find the ranked 

cluster of the query three measures are applied: Normalised 

Match Ratio (NMR), Normalised Order Ratio (NOR) and Log 

Odds Ratio (LOR). 

 NMR shows the number of terms related to the topic. It 

calculates the number of terms with high relevance with a 

given query and uses this to decide which cluster will be used. 

After which it shows them according to their rank. The NMR 

measures can be defined as      

NMR = 
mListferenceTer

Matches

Re
 

NOR shows the number of terms related to the topic 

within a selected cluster. It shows cluster according to the 

level of relevance within the selected clusters and shows the 

term list. It is defined as       NOR = 
stersferenceClu

Matches

Re
 

LOR is a statistical measure of how relevant a term is to a 

cluster. It is the probability value that shows the similarity 

among the terms and how much they are relevant to the topic. 

Its value can be expressed as a probability unlike the two prior 

estimated values.           

 LOR = (Odds of an event in one Group) / (Odds of it 

Occurring in another Group) 

By applying each of three estimated measures the cluster 

that matches with the topic can be shown. These measures can 

be used intuitively. The ranking algorithm is defined as     

Ranking Algorithm = NMR � NOR � LOR.  

This technique analyses the contents of each cluster to 

determine the top terms and associate them with probability 

values.  

Hence each cluster is ranked by its score and presents the 

clusters to the user ranked by highest rank. It would be better 

to attempt to rank the clusters by some measure that attempts 

to present clusters that do not overlap much with previous 

clusters. This is important because clusters using this 

algorithm have overlapping documents and common for one 

highly ranked document to contain similar documents to 

another highly ranked document. 
 

V.    CONCLUSION  

 

With suffix tree clustering (STC), search results can be 

clustered fast, automatically, and each cluster is labeled with a 

common phrase. Due to the large memory requirement of 

suffix tree, some other approaches have been proposed, with 

lower memory requirement. But unlike other algorithms, STC 

is an incremental algorithm and a promising approach to work 

on a long list of snippets returned by search engines. An 

approach for web search results clustering and labeling is 

based on suffix tree data structure. The approach is an 

incremental and linear time algorithm, with significantly lower 

memory requirements. This approach also labels every final 

cluster a common phrase, thus it is suitable for quickly 

browsing by users. 

STC finds clusters based on the common phrases shared 

by documents. A suffix tree is a very efficient way to identify 

common phrases in documents, but suffix trees suffer from 

large memory requirements and poor locality characteristics. 

Our work presented in this paper is mainly focused on 

improving the effectiveness of document clustering 

algorithms. Efficiency optimization of the algorithm has been 

a target of our current work, both the time efficiency and the 

space efficiency. Moreover, Suffix arrays have been applied to 

clustering, are similar to suffix trees and perform the same 

function, but have significantly lower memory requirements. 

In the future work, mathematically well founded orthogonal 

clustering method can be introduced that improves the STC 

method. Clustering performance can also be improved further 

by using other types of information such as hyperlink 

information. 
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