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Abstract: In the recent years integrated circuit technology has evolved rapidly due to various innovations in computers, IT, electronics, medical, 
etc. The complex geometry of interconnects and high operational frequency introduce wire parasitic and inter-wire parasitic. These parasitic 
causes delay, power dissipation and crosstalk that may affect the signal integrity in VLSI system. Accurate analysis, sophisticated design, 
effective test methods and diagnostic algorithms are the requirement to ensure the proper functionality and reliability of VLSI circuits.  New 
fault diagnostic techniques and algorithms are required which can deduct large number of faults in less time. Here is a discussion about various 
strategies for fault diagnosis. 
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I. INTRODUCTION  

Advances in VLSI technology have increased the density 
and speed of integrated circuits. Thus, the complexity and 
cost of testing digital integrated circuits, boards, and 
systems have also increased. By providing a simple means 
to access the periphery of digital circuits, boundary scan can 
greatly simplify the task of testing and maintaining systems 
which use these circuits. This advantage allows boundary 
scan to reduce the costs of wafer-level IC testing, board and 
system testing, and system field maintenance. 

The complex geometry of interconnects and high 
operational frequency introduce wire parasitic and inter-wire 
parasitic. These parasitic causes delay, power dissipation 
and crosstalk that may affect the signal integrity in VLSI 
system. Accurate analysis, sophisticated design, effective 
test methods and diagnostic algorithms are the requirement 
to ensure the proper functionality and reliability of VLSI 
circuits. The testing of interconnect is becoming important 
and a challenge in the current technology. Testing of 
interconnect is important and emerging challenge in the 
nanotechnology era. Although some work has been done for 
testing of interconnect however, it is still an open area to test 
the effects of VLSI/ULSI interconnects. Efforts are required 
to analyze and develop test methods in current technology 
with solutions to minimize defects. 

Here is the problem of fault diagnosis in a nutshell: a 
circuit has failed one or more tests applied to it; from this 
failing information, determine what has gone wrong.  The 
evidence usually consists of a description of the tests 
applied, and the pass-fail results of those tests. In addition, 
more detailed per-test failing information may be provided. 
The purpose of fault diagnosis is to logically analyze 
whatever information exists about the failures and produce a 
list of likely fault candidates. These candidates may be 
logical nodes of the circuit, physical locations, defect 
scenarios (such as shorted or open signal lines), or some 
combination thereof. 

II. DIAGNOSTIC ALGORITHMS 

Diagnosis algorithms have traditionally been classified 
into two types, according to how they approach the problem.  
The first and by far the most popular approach is called 
cause-effect fault diagnosis. A cause-effect algorithm starts 
with a particular fault model (the “cause”), and compares the 
observed faulty behavior (the “effect”) to simulations of that 
fault in the circuit.  A simulation of any fault instance 
produces a fault signature or a list of all the test vectors and 
circuit outputs by which a fault is detected, and which can be 
in one of the signature formats described earlier.  

The opposite approach, and the second classification of 
diagnosis algorithms, is called effect-cause fault diagnosis [1, 
2]. These algorithms attempt the common-sense approach of 
starting from what has gone wrong on the circuit (the fault 
“effect”) and reasoning back through the logic to infer 
possible sources of failure (the “cause”). Most commonly the 
cause suggested by these algorithms is a logical location or 
area of the circuit under test, not necessarily a failure 
mechanism.   

The following section present algorithms for VLSI 
diagnosis proposed by previous researchers, from the early 
2001 to the present day.  In general, the earliest algorithms 
have targeted solely stuck-at faults and associated simple 
defects, while the later and more sophisticated algorithms 
have used more detailed fault models and targeted more 
complicated defects. 

A. Scan-Based BIST Fault Diagnosis: 
Here the authors give an overview of diagnostic 

algorithms in the connection of using in BIST [3, 4, 5, 6, 7]. 
Consider the BIST environment consisting of the Circuit 
under Test (CUT), the Pseudorandom Test Pattern 
Generator (TPG) and the Multiple Input Signature Register 
(MISR) as an Output Response Analyzer (ORA) as depicted 
in Fig. 1. Denote by N the length of the pseudorandom test 
sequence T generated by TPG, by F the set of possible faults 
in the CUT by F(t) ʗ F the set of faults detected by the test 
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pattern t ε T, and by T(f)  ̲C T the set of test patterns failed 
because of the fault f ε F. Let us call by a test session 
(query) the procedure where a part of test sequence T is 
applied with the subsequent comparison of the signature in 
MISR with the expected reference value. The diagnosis 
problem can be formulated as follows: given a set F of 
faults, identify the subset of faults F* ʗ F, where in general 
case, the number of faults to be localized d = |F*| is 
unknown, using the minimum number of queries. (The 
number of queries is directly proportional to the amount of 
time needed to diagnose the BIST system). 
 
 
 
 
 
 
 
  
 
 

Figure. 1 BIST for Fault Diagnosis 

B. Pseudo-Online Testing Methodologies for 
Various Components of Field Programmable Gate Arrays: 

This paper by L. Kalyan Kumar, Aditya S. Ramani, 
Amol J. Mupid, V. Kamakoti, presented novel pseudo-
online algorithms [8, 9, 10] for detecting and locating 
multiple faults in LUTs, interconnects and dedicated clock 
lines in FPGAs. The proposed algorithms used the pseudo-
exhaustive BIST technique, which preserved the 
interconnect structure of the LUT network in-place. This is 
crucial for any online testing strategy as it ensures that the 
non-faulty parts of the system continue to function while the 
faulty sub circuit is diagnosed. Extending the proposed 
methods for sequential LUT networks with multiple faults is 
a very challenging open problem. A more elaborate fault 
model and efficient routing techniques for fault repair are 
interesting open issues. 

C. Design and Implementation of Built-in-Self Test 
and Repair: 

Survey of ITRS in 2001, the System-on-Chips (SoCs) is 
moving from logic dominant chips to memory dominant 
chips in order to deal with today’s and future application 
requirements. The dominating logic (about 64% in 1999) is 
changing to dominating memory (approaching 90% by 
2011). These shrinking technologies give rise to new defects 
and new fault models have to be defined to detect and 
eliminate these new defects. These new fault models are 
used to develop new high coverage test and diagnostic 
algorithms. The greater the fault detection and localization 
coverage, the higher the repair efficiency, hence higher the 
obtained yield. Memory repair is the necessary, since just 
detecting the faults is no longer sufficient for SoCs, hence 
both diagnosis and repair algorithms are required. March SS 
algorithm is a newly developed test algorithm that deals 
with detecting some recently developed static and dynamic 
fault models. A new micro coded BIST architecture in fig 2 
is presented here which is capable of employing these new 
test algorithms. A word-oriented BISR array [11, 12, 13, 14] 
is used to detect the faulty memory locations and repair 
those faulty memory locations. As indicated by the BIST 

controller. The MBISR logic used here can function in two 
modes. Mode 1: Test & Repair Mode, Mode 2: Normal 
Mode. The BISR Control Circuitry consists of Clock 
Generator, Instruction Pointer, Microcode Instruction 
storage unit, Instruction Register. The Test Collar circuitry 
consists of Address Generator, RW Control and Data 
Control, Redundancy Logic array, Input multiplexer, Output 
multiplexer and Memory. 

                                        Data in Address  
 

      
                

     R/W Signal    
 
 
 
 
 
 
 
 
 

                      
              

     Data out 
Figure 2 Block Diagram of BISR 

D. Selection of a Fault Model for Fault Diagnosis 
Based on Unique Responses: 

In this paper [15, 16] the authors described a procedure 
for selecting a fault model that is likely to be effective for 
diagnosing a given observed response of a faulty chip out of 
a given set of fault models. This procedure can be applied as 
a preprocessing step to fault diagnosis. After the appropriate 
fault model is selected, the fault diagnosis can proceed with 
the selected fault model. Such a preprocessing step is 
important since the accuracy of fault diagnosis can be 
improved significantly if the correct fault model is used. 
They described a specific implementation of this 
preprocessing step based on the unique output responses of a 
fault model. Considering two fault models, the unique 
output response of one model consists of the output vectors, 
which faults of this model can produce, while faults of the 
other model cannot produce. To select a fault model for an 
observed response, they found the number of output vectors 
in the observed response that match the unique response of 
each fault model. The fault model with the higher number of 
matches was selected to perform fault diagnosis. They 
applied this preprocessing step to the diagnosis of multiple 
stuck-at faults, selecting between single and double stuck-at 
faults as the fault model for diagnosis. They discussed the 
use of a subset of double stuck-at faults for diagnosis. 
Experimental results demonstrated that with a properly 
selected subset of double stuck-at faults, it is possible to 
improve the results of fault diagnosis compared to the case 
where only single stuck-at faults are considered. They also 
discussed the application of the proposed preprocessing step 
with single stuck-at, bridging, and transition faults.  

E. Online Network-on-Chip Switch Fault Detection 
and Diagnosis Using Functional Switch Faults: 

This paper [17] presented online fault detection and fault 
location method for NoC switches. Various forms of 
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functional switch faults were considered in this research, 
including dropped and corrupted data faults, direction faults, 
and faults resulting in multiple copies of packets in time and 
space. For each of these faults an error detection and 
diagnosis method has been proposed. The proposed 
algorithms [18, 19, 20 21, 22] have been evaluated in terms 
of fault coverage and the necessary area overhead. The 
experimental results show that with a relatively low area 
overhead, a large number of NoC switch faults can be 
detected and diagnosed. The steps taken in this work are 
essential for design of reliable NoC structures. 

III. CONCLUSION 

A paper by Aitken and Maxwell identifies two main 
components to any fault diagnosis approach.  The first is the 
choice of fault model, and the second is the algorithm used to 
apply the fault model to the diagnostic problem.  As the 
authors explain, the effectiveness of a diagnostic technique 
will be compromised by the limitations of the fault model it 
employs.  So, for example, a diagnosis tool that relies purely 
on the stuck-at fault model can never completely or correctly 
diagnose a signal-line short or open, simply because it is 
looking for one thing while another has occurred. 

The authors go on to explain that the role of the diagnosis 
algorithm, then, has evolved to try to overcome the 
limitations of the chosen fault model.  A common technique 
is to use the stuck-at model but adjust the algorithm to 
anticipate bridging-fault behaviors.  But, the authors also 
opened a debate, which remains active to this day: is it better 
for a diagnosis technique to use more realistic fault models 
with a simple algorithm, or to use simple and abstract models 
with a more clever and robust algorithm? 

As with any interesting debate, there are good arguments 
on both sides.  The argument for simple fault models is that 
they are more practical to apply to large circuits and more 
flexible for a wide variety of defect behaviors.  The argument 
for better models, taken by the authors in their original paper, 
is that good models are necessary for both diagnostic 
accuracy and precision.  Simple models do not provide 
sufficient accuracy because defect behavior is often complex, 
more complex than even clever algorithms anticipate.  They 
also do not result in sufficient precision because they do not 
provide enough specificity to guide effective physical failure 
analysis. 

Research in nano-particles creates possibilities for both 
new materials and new processes. Fault diagnosis algorithms 
distinguish between modeling, uncertainties, normal process 
disturbances and real faults. The effectiveness of the 
presented methods mainly depends on the number of failing 
patterns and their location in the sequence of test patterns. By 
providing a simple means to access the periphery of digital 
circuits, boundary scan can greatly simplify the task of 
testing and maintaining systems which use these circuits. 
Thus in some cases one algorithm is better than other and 
conversely. 
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